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Dear Friends and Colleagues,

Welcome to the 2nd International Workshop on ComputatiandlFinancial Econometrics (CFE08) and
the First meeting of the ERCIM Working Group on Computing &t&ttics (ERCIMO08). The conference
Co-chairs are happy to host this international conferend¢eiuctatel. The last two days of the meeting
take place jointly at the same venue as the 5th Internatidfmakshop on Parallel Matrix Algorithms
and Applications (PMAA08).

The conference aims at bringing together researchers autitmmers to discuss recent developments
in computational methods for economics, finance, and stati; general. The CFE08-ERCIMO08 pro-
gramme consists of 65 regular sessions, 4 plenary talks @uohé 300 presentations. The PMAAO8
add further 80 presentations. There are over 400 partitspd&eer reviewed papers will be considered
for publication in special issues of the journal ComputadicStatistics and Data Analysis.

The Co-chairs have endeavored to provide a balanced andlating programme that will appeal to the
diverse interests of the participants. The local orgagiziommittee hopes that the conference venue
will provide the appropriate environment to enhance yountacts and to establish new ones.

The conference is a collective effort of many individualsl @nganizations. The Co-chairs, the scientific
programme committee, the local organizing committee amaginteers have contributed substantially to
the organization of the conference. We are acknowledgiagtipport of our sponsors and particularly
the host Department of Computer Science, University of Kated.

We hope that you enjoy the conference and your stay in Ngeth

The conference Co-chairs:
A. AmendolaD.A. BelsleyA. Colubi C. Gaty E.J. Kontoghiorghe$Chair), M. Paolella S. Van Aelst
andP. Winker

The local organizersC. Bekas, C. Gatu, M. Hofmann, P. Kropf, A. MadadP. Yanev
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ERCIM Working Group on COMPUTING & STATISTICS
http://wwv. dcs. bbk. ac. uk/ ercim

AIMS AND SCOPE

The Working Group (WG) focuses on all computational aspettstatistics. Of particular interest
is research in important statistical applications areasre/voth computing techniques and numerical
methods have a major impact. The aim is twofold: first, to otidate the research in computational
statistics that is scattered throughout Europe; secondawde researchers with a network through
which they can obtain an unrivalled source of informatioowthihe most recent developments in compu-
tational statistics and applications. Emphasis will begito computational methods with computational
statisticians being the primary target of the WG.

The scope of the WG is broad enough to include members in afeasmputing which have a major
impact on statistical techniques and methods of data aesalfll aspects of statistics which make use,
directly or indirectly, of computing are considered. Agpgliions of computational statistics in diverse
disciplines will be strongly represented. These areasidfececonomics, medicine and epidemiology,
biology, finance, physics, chemistry, climatology and camioation.

The range of topics addressed and the depth of coverageositign the WG to be the essential research
network in the niche area of advanced computational and ricaienethods in statistics.

The WG will comprise a number of tracks (subgroups, teamsaiious research areas of computational
statistics. The teams will act autonomously within the feswrark of the WG in order to promote their
own research agenda. The activities of the teams -includisgarch proposals- will be endorsed by
the WG. It is expected that the teams will be organizing sessamd workshops during the annual WG
meeting.

There will be a strong link between the ERCIM WG, the ERS-IAS@ the Journal of Computational
Statistics & Data Analysis.

Specialized Groups
Currently the ERCIM WG has approximately 300 members anddtening specialized groups:

MCS: Matrix Computations and Statistics.

CFE: Computational Econometrics and Financial Time Series.

SSEF: Statistical Signal Extraction and Filtering.

RDM: Robust Analysis of Complex Data Sets.

OHEM: Optimization Heuristics in Estimation and Modelling.

FSA: Fuzzy Statistical Analysis.

AlgSoft: Statistical Algorithms and Software.

SFD: Statistics for Functional Data.

FGen: Functional Genomics.

SEM: Latent Variable and Structural Equation Models.

MM: Mixture Models

More specialized groups are currently under constructifanu are encouraged to become a member of
the WG. For further information please contact Erricos Jobntghiorghes at: matrix@dcs.bbk.ac.uk,

or the Chairs of the specialized groups. For further infdroma
http://ww. dcs. bbk. ac. uk/ ercim
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All lectures take place at the UniMail building (Rue Emilegaand 11), University of Neuéltel.

08:50 - 09:00
09:00 - 09:55
09:55-10:15
10:15-12:15
12:15 - 14:00
14:00 - 16:00
16:00 - 16:25
16:25-17:20
18:00 - 19:30

09:00 - 11:00
11:00 - 11:20
11:20 - 12:15
12:15 - 14:00
14:00 - 16:00
16:00 - 16:25
16:25 - 18:30
20:00

09:00-11:00
11:00 - 11:20
11:20 - 13:20
13:20 - 15:00
15:00 - 17:00
17:00-17:20
17:20 - 18:15
19:30

SCHEDULE

Thursday, 19th June 2008

Opening (Room: GGA)

Plenary Talk (Herman K. Van Dijk)
Coffee Break

Parallel Sessions B

Lunch Break

Parallel Sessions C

Coffee Break

Plenary Talk (Oliver Linton)
Reception

Friday, 20th June 2008

Parallel Sessions E

Coffee Break

Plenary Talk (Bernard Philippe)
Lunch Break

Parallel Sessions G

Coffee Break

Parallel Sessions H
Conference Dinner

Saturday, 21st June 2008

Parallel Sessions |

Coffee Break

Parallel Sessions J

Lunch Break

Parallel Sessions K

Coffee Break

Plenary Talk (Michael Berry)
Fondue Dinner

SPECIAL MEETINGS by invitation to group members

e COST meeting, Thursday 19th of June, Room GB1, 16:30 - 17:20.

e COST meeting, Friday 20th of June, Room GB1, 08:00 - 08:55.

e CSDA Editorial Board Lunch-Meeting , Friday 20th of June;3(®2- 14:30.

ERCIM WG on Computing & Statisticg) V
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SOCIAL EVENTS

e The coffee breaks will last one hour each (which adds fifteerutas before and after to the times that
are indicated in the programme). Weather permitting théeedfreaks will take place on the terrace by
the cafeteria of UniMail, otherwise they will take place etfirst and second floor of UniMail.

e Welcome Reception, Thursday 19th June, 18:00.  The recefgtiopen to all registrants. It will
take place in the Neuéttel Castle (Salle de Chavalieres,&#au de Neudtel). You must have your
conference badge in order to attend the reception.

e Lunches will be served at tHieestaurant Le Romariwhich is 10 minutes walk from the venue. Anyone
not registered for the lunch can have meals at the UniMagteaa (except the weekend) and at the
various restaurants of the shopping centre which is 15 rgwalk from the venue.

e Conference Dinner, Friday 20th June, 20:00. = The Confer@&icerer will take place at the gastro-
nomic restaurant Hotel DuPeyrou, Avenue DuPeyrou 1, CHd208uclatel. The restaurant is 10-15
minutes walk from UniMail and the town centre (Detailed imf@mtion will be available at the confer-
ence registration desk). The conference dinner is optiamélregistration is required.

You must have your Conference Dinner ticket and your conéeréadge in order to attend the confer-
ence dinner.

e Fondue Dinner, Saturday 21st June, 19:30. The Fondue Diviliéake place at two different places:
at theBrasserie Le Cardina{Rue de Seyon 9, Neuatel) which is at the centre of the town, ahd
Taverne Neuditeloise(Rue de I'Orangerie 5, Neuélkel) which is 10-15 minutes walk from the centre.
The tickets indicate the name of the restaurant which youlghattend. Please note that the restaurants
are fully booked and you should attend the restaurant itelican your ticket. The fondue dinner is
optional and registration is required.

You must have your Fondue Dinner ticket and your confereadgdoin order to attend the conference
dinner.

ERCIM WG on Computing & Statisticg) VI
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GENERAL INFORMATION

Lecture Rooms

The paper presentations will take place at the UniMail, grsity of Neuchtel. There are ten
lecture rooms. Three of them (GGA, GPA and GB1) are in the G$teynbuilding, while the
other seven are in the main building of UniMail. There willsigns indicating the location of the
lecture rooms. Please ask for assistance and directiohe eggistration desk.

The plenary talks will take place in the lecture room GGA (@istry building), and will last 55
minutes including questions. Each session will be 2 houng.loChairs are requested to keep
the session on schedule. Papers should be presented inddreirowhich they are listed in the
programme for the convenience of attendees who may wishitorsvooms mid-session to hear
particular papers. In the case of a no-show, please use tifzetiexe for a break or a discussion so
that the remaining papers stay on schedule.

Presentation instructions

The lecture rooms will be equipped with a PC, a computer ptojeand in most cases an overhead
projector. The session chairs should obtain copies of the la a USB stick before the session
starts (use the lecture room as the meeting place), or diht@aitalks by email prior to the confer-
ence beginning. Presenters must deliver the files with tasgmtation in PDF (Acrobat) or PPT
(Powerpoint) format on a USB memory stick to the sessionrébaiminutes before each session.

The PC in the lecture rooms should be used for presentatiims.session chairs should have a
laptop for backup.

Swiss plugs/power outlets are different from those in tls o& Europe, including Germany. We
cannot provide adapters, so please do not forget to takeagapters if needed.

Internet

There will be access to PCs connected to the Internet at tive en&rance of the UniMail. The
wireless Internet connection is also freely available atVlil.

Messages

You may leave messages for each other on the bulletin boatttelnegistration desks.

SUPPORTERS

ERCIM (European Research Consortium for Informatics anthilaatics)
Journal of Computational Statistics & Data Analysis
Elsevier
The Society for Computational Economics
International Association for Statistical Computing
COST Action IC0702 SoftStat
Department of Computer Science, University of Neatelh Switzerland
FINRISK (Financial Valuation and Risk Management), Swilzed
Philips Moris International

Bangue Cantonale Neuateloise.
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PUBLICATIONS OUTLETS

Journal of Computational Statistics & Data Analysis

Papers containing strong computational statistical oneo@tric components or substantive data analytic ele-
ments will be considered for publication in a special pesiewed, or regular, issue of the journal of Compu-
tational Statistics & Data Analysis.

Selected peer-reviewed papers will be published in the pézial issue on Computational Econometrics of
the Computational Statistics & Data Analysis. Submissifumshe 5th special issue should contain both a
computational and an econometric or financial-econometncponent. The guest editors of this special issue
are: D.A. Belsley, P. Duchesne, G. Kapetanios, E.J. Koritoghes, M. Paolella and H.K. Van Dijk.

There will be open call for papers to other CSDA special issunethe areas oMatrix Computations and
Statistics Variable selection and robustneard Statistical Algorithms and Software

Papers will go through the usual review procedures and withécepted or rejected based on the recommen-
dations of the editors and referees. However, the reviewga®will be streamlined in every way possible to
facilitate the timely publication of the papers. As alwagapers will be considered for publication under the
assumption that they contain original unpublished work tad they are not being submitted for publication
elsewhere.

Papers should be submitted electronically using the Es&kectronic submissions tool:
http://ees. el sevier.conl csda/.
Please be sure that all submissions are DOUBLE SPACED.&spgced papers will be returned.

The deadline for paper submissions is the 15th Septemb&: 200

Any questions may be directed via email to: csda@dcs.bhlkac
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CFEO08 and ERCIM08 Plenary Talks

Thursday, 19.06.2008 09:00-09:55 Room: GGA Plenary talk 1

Possibly ill-behaved posteriors in econometric models
SpeakerHerman K. Van Dijk, Erasmus University Rotterdam, The Netherlands Chair: M. Paolella

It is shown that artificial neural networks may serve as me¢idandidate/importance densities in Markov chain MontddCand
Importance Sampling methods for two reasons. First, ddifieural network functions possess a universal appraidmarop-
erty. Second, itis also easy to sample pseudo random dramssiich networks. Given this existence property, seveoaquiures
are presented to search for such neural networks. Firs,sihown that an analytical approach involving the constsonaf a
perfect neural network exists. In this approach, use is noddemulti-layer perceptron with arctangent activationdtion. This
neural network falls within the class for which approxinoaticapabilities have been previously derived. For this tyjeeural
network function - when considered as a density kernel (couated domain) all moments can be evaluated by analytitjria-
tion. However, the construction of such an analytical apipnation requires usually (too) much time. A (usually mugijcker
alternative is given by a simulation approach that uses aumgxof Student t densities as a candidate density for theepos
density of the parameters of interest. The methods areeapfdi a IV model with reduced rank on education and income), a
two-regime dynamic mixture process for US real GNP, and taethod for efficient evaluation of options. The results corapa
favorably with other simulators such as Gibbs sampling wéta augmentation and the Metropolis-Hastings algorithifs evith

a normal or t candidate.

Thursday, 19.06.2008 16:25-17:20 Room: GGA Plenary talk 2

Iterative smoothing algorithms and their application in finance
SpeakerQOliver Linton, London School of Economics and Political Seénce, UK Chair: Berc Rustem

There is an important class of nonparametric/semiparé&meatdels where the quantity of interest is a functggn that is only
implicitly defined but is known to satisfy a linear integrajuation of the second kind in the function spagép) for some density

p,
909 = g'(9+ [ #(xy)gly)p(y)dy @

where the functiom*(x) and the operataf/(x,y) are defined explicitly in terms of the distribution of somesetvable quantities.
This sort of structure arises in many statistical problentsae shall give some examples. A key question is whethee tivasts

a unique solution to (1) and whether that solution is comursiin some sense. Even if the answer to these questiongsaiiie,

the implicit definition of the functioly leads to some challenging problems in computation and tis8tal inference when noisy
observationg*(x) and H (x,y) are available og*(x) and #(x,y). A common approach that is applicable in many problems is
to follow some iterative scheme to locate approximate gmigtof (1). A rigorous treatment for the example of additiampara-
metric regression has recently been provided. There arg edansions of this model that have applications in econsrand
finance and we review some examples. We review the issuesigdiing the computation of the estimators. We also revieweso
further practical issues regarding bandwidth choice aadstrd error construction.

Friday, 20.06.2008 11:20-12:15 Room: GGA Plenary talk 3

A parallel GMRES method preconditioned by a multiplicative Schwarz iteration
SpeakerBernard Philippe, INRIA Rennes, France Chair: Y. Saad

Domain decomposition provides a class of methods suitaléhé solutions of linear or nonlinear systems of equatamsng
from the discretization of partial differential equationBSor linear problems, domain decomposition methods aenafsed as
preconditioner for Krylov subspace iterations. Traditithyy there are two classes of iterative method which defiom domain
decomposition with overlap: say Additive Schwarz and Mulitiative Schwarz. When using those two methods as solvees, t
convergence rates are very slow and the convergence isrjugtgfor symmetric positive definite matrices and M-matiBor
that reason, the particular interest of Schwarz methods geconditioner of Krylov subspace methods. The additersion is
usually preferred because it is easily implemented on dlpacamputer although it is usually a less efficient predtinder than
its multiplicative version. The challenge of this work wasderive a fully automatic parallel GMRES method precolodi¢id
through a Multiplicative Schwarz iteration based on algebdomain decomposition. For that purpose the followirsylts have
been obtained:

e Construction of an automatic 1D partitioner of a sparse imatr
e Derivation of an explicit expression of the preconditigner
e Parallel pipeline to build a basis of the Krylov subspacechtis then orthogonalized,
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e Control of the dimension of the basis trough an estimatiothefinvolved roundoff errors,
e Design of a code in the PETSc format.

Numerical experiments illustrate the results.

Saturday, 21.06.2008 17:20-18:15 Room: GGA Plenary talk 4

Exploiting nonnegativity in matrix and tensor factorizatio ns for improved text mining
SpeakerMichael Berry, University of Tennessee, Knoxville, USA Chair: A. Sameh

Automated approaches for the identification and clustesingemantic features or topics are highly desired for texting ap-
plications. Using low rank nonnegative matrix factorinas (NNMFSs) to retain natural data nonnegativity, one camiehte

subtractive basis vector and encoding calculations pt@séechniques such as principal component analysis foaséimfeature
abstraction. Moving beyond two-way factorizations, we dastrate how nonnegative tensor factorizations (NNTFs)ozaused
to capture temporal and semantic proximity and thereby lentile tracking of both targeted and latent (previously wwkm)

discussions or communication patterns. DemonstratiodNdfIF and NNTF algorithms for topic (or discussion) detentand
tracking using the Enron Email Collection and documentmiftbe Airline Safety Reporting System (ASRS) are provideglcdht
with alternative (one and infinity) norm formulations of thikjective functions associated with NNMF factorizatiolalso be
presented.
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ES02 Room: GPA VARIABLE SELECTION AND ROBUSTNESS Chair: Stefan Van Aelst

#53: On the efficient calculation of robust regression estimatcs
PrESEN e, . . Salvador Flores@Universite Paul Sabatienéaa

We address the problem of the efficient computation of roésistnators for statistical regression based on M-scales pfincipal
aim of our work is to investigate to what extent the most rédemelopments in optimization theory can help improvirgeRisting
computational methods. For the classical Gaussian ragres®del, robust estimators of regression can be obtaisasdlations

of a non convex minimization problem. Thus, we are faced aithlobal optimization problem, which is one of the hardest
problems in optimization. In the first part of our work, we centrate on the local minimization aspects of the problehichv
are present in almost all modern global optimization scherrethe second part of this work, we analyse the global apétion
techniques, most of them stochastics, that are relevanirtagplicative context. We show how many of the existingtetyes

for computing robust regression estimators fit into claggjtobal minimization schemes. Then, we analyze the piatergage of
Clustering Analysis Techniques to improve some recentyppsed methods for computing these estimators.

#98: Robustness for high-dimensional data analysis
PrES BNt e . ..o Peter Buhimann@ETH Zurich, Switzerland

Many applications nowadays involve high-dimensional deith p variables (or covariates), sample size n and theiosldhat

p > n. The success of high-dimensional data analysis hinges)®oifie form of sparsity; (ii) coherence properties among
covariates; and (iii) suitableoncentration propertiesf (generalized) sample means. If (i) or (ii) do not hold, wehably have to
change our goal in the analysis of high-dimensional datteri®ial problems arising with issue (iii) can be addressesiimple (yet
underdeveloped) robustifications of moment and correlagitimators. The talk includes a brief review of powerfuh#robust
methods for high-dimensional data and discusses someagm@® and open problems about robustness ip then setting.

#9: Variable selection for time series forecasting using the gupwise LARS algorithm

PrE SN e, o Christophe Croux@K.U.Leuven, Belgium
(@0 T 11 1 0 P Sarah Gelp

Least Angle Regression (LARS) is a variable selection nekthioh proven performance for cross-sectional data. Inphiser, it
is extended to time series forecasting with many predicfine new method builds parsimonious forecast models, gaki@ time
series dynamics into account. It is a flexible method thainadiIfor ranking the different predictors according to theiedictive
content. The time series LARS shows good forecast perfocmas illustrated in a simulation study and two real datdiegtons,
where it is compared with the standard LARS algorithm anddasting using diffusion indices.

#93: Fast robust variable selection with missing data

PrES BN el . Stefan Van Aelst@Ghent University, Betgiu
C0-aUINONS: . . . e Jafar Khan, Ruben Zamar

Computationally efficient algorithms are needed for robasiable selection for regression with many candidateipters. Miss-
ing data can further complicate the problem. However, measitable robust variable selection methods are very timesaming
and can not handle missing values. We discuss some receafipged computationally efficient procedures for robusiatée

selection. These algorithms are based on the standardribawatepwise selection techniques or the recent powedakt.an-
gle regression technique, but replace the classical, bastgairwise correlations by robust counterparts. Weaggiow these
algorithms can easily handle missing values by calculatbigist pairwise correlations from all complete observatitor the
variables under consideration. This is a valid approachnvthat the data are missing completely at random which méeatsHe
probability of missingness does not depend on the datd. itsel

ES15 Room: B104 TIME SERIES ESTIMATION AND PREDICTION Chair: Anna Staszewska

#50: A coordinate free conditional distribution in BEKK model: B ayesian analysis for WSE
PresSeNter: . . Mateusz Pipien@Cracow University of Economics, Poland

For the conditional distribution in BEKK model some geniation is proposed. Initially, our multivariate conditil distribution

is constructed on the basis of a product of the univariatensgtric Student-t distributions. Thereafter, we imposensiess on the
univariate components according to a generalised applmasdd on the inverse probability integral transformatiémgarticular,

we apply the hidden truncation mechanism, some approacsesiton the inverse scale factors in, order statistics ppnBeta
distribution transformation, Bernstein density transfation and the constructive method. In the next step we eghplithogonal
transformation of defined distribution in order to assuhat ffat tails and also possible skewness can be imposeddigdo
coordinates not necessarily equivalent to those statédlipniby univariate components. Consequently our classistfibutions

can model skewness and is coordinate free. The main goalkogbdper was to check the empirical importance of proposed
generalisations within the BEKK process. We applied Bayesinodel comparison, based on the posterior probabiltbesheck
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the explanatory power of competing Multivariate GARCH sfieations, as well as to analyse empirical properties of som
bivariate processes on the Warsaw Stock Exchange.

#74: Aggregation of vector ARMA processes: some further results
PrES BN e . . e Giacomo Sbrana@United Nations, USA

The contemporaneous aggregation of ARMA processes hawedasonsiderable attention in the econometric literatiiore
recently, due to the focus on modelling and forecastingegggie variables in the Euro-area, many empirical papeesddaressed

the issue of choosing between aggregated ARMA versus ragpecific ARMA models. This paper attempts to shed furtigéit |

on the characteristics of the aggregate ARMA processes.shawn that the parameters of the macro process can be sagres
as direct functions of the micro parameters provided thatrtiicro processes can be expressed as a VMA(1) system. More
specifically, summing up across N moving average procegsmsler one leads to a moving average process of order oneewhos
parameters are exact functions of the micro parametersrefidre, the forecasting properties of the aggregate psocas be
easily recovered from the structure of the VARMA generatimacess. Moreover, the forecasting performances of agtgeg
and disaggregate predictors are compared. FurthermonsteM@arlo simulations show that the small sample propeftiethe
aggregate process are particularly good.

#69: Confidence bands for VAR forecast paths
PrE SN . . . Anna Staszewska@University of Lodz, Poland

The problem of forecasting from vector autoregressive rsodas attracted considerable attention in the literatdiee most
popular non-Bayesian approaches use large sample norewai/thr the bootstrap to evaluate the uncertainty assalveité the
forecast. The literature has concentrated on the probleass#ssing the uncertainty associated with the prediatioa ingle
time period. The present paper considers the more impdstamiuch less studied problem of how to assess the uncertaiimn
the forecasts are done for a succession of periods. It tescaind evaluates bootstrap methods for constructing emcfdbands
for forecast paths. Similar methods have already been gmglmm the construction of confidence bands for impulse nespo
paths. The bands are constructed from forecast paths ebtairbootstrap replications with an optimisation procedused to
find the envelope of the most concentrated paths. The metreds/aluated by means of Monte Carlo experiments perfoomed
a range of DGPs.

ES16 Room: GB1 STATISTICS WITH INCOMPLETE DATA Chair: Gil Gonzalez-Rodriguez

#83: Pruning decision trees with fuzzy concepts

Presenter. ...........o i Matthias Steietiner@ Otto-von-Guericke-University Magdeburg, Germany
C0-aUTNO S o e Rudolf lse

Decision trees have become a widely spread method of anglgsita in business organisations. One reason for this &cwep
can be attributed to the intuitive comprehensibility of theults. Since the data-generating processes may chaagéme, one
has to deal with a forest of decision trees that share oneoptreir structure and differ in another part. A criticalkas to select
those subtrees that are not only contained in some minimutiopaf all trees but also identify all subtrees that exhibcertain

temporal behavior that the user is interested in. We pressrdthod of specifying the behavior of the temporal chanfegerest

with means of fuzzy, i.e., linguistic concepts. The userlienaed to postprocess the accustomed decision trees Withvise

intuitive and interpretable linguistic descriptions.

#84: Aggregate loss models: a nonparametric approach

PrESEN el . oo Ricardo Cao@Universidade da Coruna, Spain
C0-aULNOIS, oot Juan Vilar, Maria Concepcion Ausin

This paper describes a nonparametric approach to makenterfor aggregate loss models in the insurance framework. W
assume that an insurance company provides a historicallsarhplaims given by claim occurrence times and claim sifas-
thermore, information may be incomplete as claims may bearexd and/or truncated. In this context, the main goal sfwrk
consists in fitting a probability model for the total amoumattwill be paid on all claims during a fixed future time periddorder

to solve this prediction problem, we propose a new methagolmmsed on nonparametric estimators for the density fonsti
with censored and truncated data, the use of Monte Carldaiimn methods and bootstrap resampling. An alternativeeBian
approach, using a semiparametric model based on Coxiaibdigins, has been also proposed. The developed methedsetful

to obtain the best strategy in different insurance decipimilems. The proposed procedures are illustrated witlaledega set
provided by the insurance department of an internationalneercial company.

#85: A possible extension of upper and lower probabilities to thease of fuzzy random variables

PresSeNnter. . . Widihg Trutschnig@Vienna University of Technology, Austria
In many situations a real-valued random variable X can nottierved precisely but it may be possible to observe a random
interval | or a fuzzy random variable X* that contains theetrandom variable with probability one. The question ariseg/hich

way the distribution of the random variable X can be appr@ted by means of the observable random interval or the adisierv
fuzzy random variable. In case of a random interval one ptessinswer is given by Dempster’s well-known lower and upper
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probabilities. It will be shown that Demps#is concept can easily be extended to the case of fuzzy ranasiables, which
yields so-called fuzzy-valued probabilities. The maingadies of these generalized probabilities will be mergtband it will be
shown that as in the classical, real-valued case theselglitiea can be regarded as limits of relative frequenciesithermore
related open problems will be stated.

#99: Hypothesis testing about the means of fuzzy random variabte

PrESENt e . . o Ana Colubi@University of Oviedo, Spain
C0-AULNONS . o ottt e e M. Angeled Gi

Fuzzy random variables (FRVs for short) model random mdsh@associate with each experimental outcome imperféatsa
That is, FRVs are considered to manage random experimesmtviing imprecisely-valued characteristics, so that datailable
from the experimental performance can be properly desthilganeans of fuzzy sets. FRVs are particularly useful in hagdhe
imprecision underlying many real-life perceptions, cifisations and judgements. In the last years an inferentistital method-
ology concerning fuzzy random variables (especially estiom and testing about the fuzzy mean value) has been gmakldn
this communication we focus on the problem of testing abloeifizzy mean of an FRV. Methods for the one-sample, two-&amp
and multi-sample (ANOVA) problem are discussed. The praceslare illustrated by means of real-life example and aogbir
studies are discussed.

#102: Fuzzy techniques in the analysis of distributions of real radom variables.
Presenter. .. ... Gil GongalRodriguez@European Center for Soft Computing, Spain

Some random variables which are traditionally modelledrdial variables or simply coded as a real-valued one camtoe i
itively and more expressively modelled by means of fuzzydoan variables. This is the case of the forest fire index, wisch
usually fixed to range in a discrete scale from 1 to 5 (1 meangkgabsence and 5 being associated with the maximum rigle. T
different nature of the extreme values along with the lacfretision underlying the discretization process sugdgespossibility
of representing them by means of adequate fuzzy sets cagtilnése features. On the other hand, the empirical conagpaois
the hypothesis testing about means for fuzzy random vasadhd real-valued ones, allows us to conclude that in matsteof
cases conclusions are definitely more powerful for the fingtso Motivated by these two arguments, some suitable foatidns
of real-valued random variables have been suggested. iBBpa@uaterest are paid to those for which the fuzzy mean eaitithe
transformed original variable fully characterizes its@digition. In this communication, some of these fuzzifioat are presented
and a discussion about their statistical implications rssidered.

CS01 Room: E003 TIME SERIES AND FINANCIAL ECONOMETRICS Chair: Christian Francq

#15: Asymptotic properties of sample inverse autocorrelationsinder weak assumptions
PrES BN e . .ot e Ahmed El Ghini@Universite Lille 3, France

The inverse autocorrelation function has been widely usdilrie series literature. The function is defined via the isgeof the
spectral density, and plays an important role in the idesatifon and estimation of ARMA models. Most of the studieuass
that the innovations of the linear time series are independad identically distributed. On the other hand, thereraeamy
applications in which this strong assumption is either tjaeable or clearly inadequate. For example, most empitiicee series
in business and finance exhibit nonlinearity and conditlibeteroscedasticity. This paper is devoted to asymptaotipgrties of
the estimates of the inverse autocorrelation functiorvadrby the orthogonality method. Under weak dependencergsgns,
it is established that the estimates are consistent andpstioally normal. An application to linear processes WBARCH
innovations is discussed. A Monte Carlo study illustratestheoretical results and shows that the method perforrisnimite
samples, for various kinds of non-linear processes. Aniegin to a real financial data is provided.

#9: Econometric asset pricing modelling

(=S ] (] Fulvio Pegoraro@Banque de France, France
C0-aUINOS: . .o e Henri Bertholon, Alain Montor

The purpose of this paper is to propose a general econorappioach to asset pricing modelling based on three maiedigmts

. (i) the historical discrete-time dynamics of the factgunesenting the information, (ii) the Stochastic Discouatter (SDF), and
(iii) the discrete-time risk-neutral (R.N.) factor dynarsi Retaining an exponential-affine specification of the S8Fnodelling

is equivalent to the specification of the factor loading weend of the short rate, if the latter is neither exogenousarnknown
function of the factor. In this general framework, we digtirsh three modelling strategies: the Direct Modelling, Risk-Neutral
Constrained Direct Modelling and the Back Modelling. Inth# approaches we study the internal consistency constranplied

by the absence of arbitrage opportunity (AAO) assumptiad,the identification problem. We also propose interpretetiof the
factor loading vector in terms of market price of risk. The@gel modelling strategies are applied to two importanésasecurity
market models and term structure of interest rates modeisthd context of security market models, we show the relevanc
of our methods for various kinds of specifications: switchiagime models, stochastic volatility models, Gaussiahlanerse
Gaussian GARCH-type models (with or without regime-switgh. In the interest rates modelling context, we considsesal
illustrations: VAR modelling, Switching VAR modelling and/ishart modelling. We also propose, using a Gaussian VAR(1)
approach, an example of joint modelling of geometric retudividends and short rate. In these contexts we stress#ialoess
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of the Risk-Neutral Constrained Direct Modelling approactd of the Back Modelling approach, both allowing to comdtdia
flexible historical dynamics and a Car R.N. dynamics leadingxplicit or quasi explicit pricing formulas for variougivative
products. Moreover, we highlight the possibility to spgafkset pricing models able to accommodate non-affine faatand
R.N. factor dynamics with tractable pricing formulas.

#48: Testing the nullity of GARCH coefficients : correction of the standard tests and relative efficiency comparisons

PreS Nl . . eah-Michel Zakoian@CREST and University Lille 3, France
C0-aUTNO S . . o o e Christian Reag

This article is concerned by testing the nullity of coeffitiein GARCH models. The problem is non standard becauseutds-q
maximum likelihood estimator is subject to positivity ctraints. The paper establishes the asymptotic null and &tz native

distributions of Wald, score, and quasi-likelihood ratists. Efficiency comparisons under fixed alternatives a@®@nsidered.
Two cases of special interest are: (i) tests of the null Hygsis of one coefficient equal to zero and (i) tests of thehydothesis
of no conditional heteroscedasticity. The results araiitated by means of simulation experiments. An empiricpliegtion to

the Standard & Poor 500 and the CAC40 indexes is proposed.

#53: A guided tour of periodic time series models and applicatios
PrESEN el . . Antony Gautier@Universite Lille 3, Fn

Seasonal or periodic statistical structures of time sdré&® been extensively exhibited in economics. For suchttatatandard
Box-Jenkins methodology applies and rests on seasonal ARBBARIMA) models with time-constant coefficients. Periodi
models, where the parameters vary periodically with tineehhowever gained considerable interest. A review of saoent
results for periodic ARMA (PARMA) or periodic bilinear moldeis provided. Applications of PARMA models to a real series
dealing with French motorway traffic and comparisons witlisemal ARMA models are also presented.

CS04 Room: B013 DECISION MAKING UNDER UNCERTAINTY Chair: Daniel Kuhn

#13: Fractal scaling in crude oil price evolution via time seriesanalysis of historical data

PreSeNter . . e Dimitrios Gerogiorgis@Imperial College London, UK
C0-aAULNONS . . o o Efstratios Pistikajas

Time series data often arise when monitoring industriatesses or tracking corporate business metrics; in this gesare
interested in the evolution of crude oil prices over sevdeslades. Its definitive characteristic is that time semedyais accounts
for the fact that data points taken over time may have annatestructure (autocorrelation, trend or seasonal vanathat should
be accounted for, and can actually be analyzed quantiativemany statistical autocorrelation studies of inti@ydinancial time
series data, it has been identified that the absolute valpeiad changes behave as fractional noise. The mean abgoicée
change yields a linear correlation to the analysis timervalesize, in logarithmic coordinates, effectively indica that price
changes obey a scaling law; intrinsic frequencies may speeral orders of magnitude, yet they can be conclusivelgtified
and studied. This paper presents historical price datadnoows crude oil types, applying different degrees of timsofution;
results are interrelated in order to identify patterns amalyeze variation timescales. A specific goal is to invesédhe presence
of fractal properties - the hypothesis that the mean sizé®fabsolute values of price changes follows a fractal sggpower
law) as a function of the analysis time interval. The analysiveals some interesting trends, which are useful for rgtelaling
seasonality but also the intrinsic structure of crude oitkats.

#28: Evaluating and extending clustering techniques to generatfinancial scenarios for stochastic programming models
PrESEN el . . e Ronald Hochreiter@University of Vienna, Algstr

A successful application of stochastic programming moféidinancial optimization under uncertainty necessitatesareful
generation of underlying scenarios, which represent tleemain future. Once an appropriate econometric time semiedel
is estimated and sample trajectories are simulated, &tustering techniques can be employed to create an ajgi®get
of optimal scenarios, given some predetermined optimalityditions chosen by the respective decision taker. We dimw
different clustering approaches as well as different oalitys conditions influence the final decision, and how the arhydng
clustering techniques can be modified to obtain additiomf@mrmation, e.g. upper and lower bounds on the objectivetfan.
Numerical results for static and dynamic financial portdaptimization problems will be presented.

#33: Option pricing on non-recombining implied trees assuming srial dependence of returns

PrES Nl . . Eleni Constantinide@University of Cyprus, Qygr
Co-aUtNOrS:. . . Chris Charalambous, Spiros Martzoukos

The non-recombining implied tree is calibrated by taking iaccount serial dependence of stock returns. Effectivleéymodel
becomes non-Markovian. Unlike typical preference-fregamppricing models, a parameter related to the expectedretf the
underlying asset appears in the model. We calibrate theMemkovian model using European calls on the FTSE 100 index
for year 2003. Results strongly support our modelling appho Pricing results are smooth without evidence of an 6itérg
problem and the derived implied distributions are realistilso, results for the pricing of American call options iicate that the
non-Markovian model outperforms the equivalent Markoviaodel and also an ad-hoc procedure of smoothing Black-8shol
implied volatilities.
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#243: Optimal derivative Insurance for robust portfolio optimis ation

PrE SNl . . Steve Zymler@Imperial College London, UK
(@0 B TU )1 [ Berc Rustem, Daniel Kuhn

In this paper we describe a one period portfolio optimizatiwodel which extends the robust portfolio models by givitrgrey
guarantees on the worst-case terminal portfolio wealthe odel guarantees this via optimally chosen stock undeatie
derivative allocation as well as optimally determined dative strike prices. We show that this model is an intuigxéension of
the standard robust optimization framework, which onlyegiweak guarantees on the worst-case expected portfolithvebauld
the unknown parameters materialize within the uncertagetg. The model we obtain is a non-convex bilinear prograitwie
solve using a deterministic Branch-and-Bound algorithre. povide simulated backtest performance to evaluate dvismodel
in comparison with standard robust optimization and ctadgnean-variance optimization models and evaluate hosvrtiudel
performs under normal market conditions as well as duringketiarashes.

#123: Dynamic mean-variance portfolio analysis under model risk

PrES BN e . . e Daniel Kuhn@Imperial College London, UK
C0-AUINO S . . oo Panos Parpas, Berc Rustem

The classical Markowitz approach to portfolio selectiocasnpromised by two major shortcomings. First, there is icamable
model risk with respect to the distribution of asset returispecially mean returns are notoriously difficult to estien More-
over, the Markowitz approach is static in that it does nobaaot for the possibility of portfolio rebalancing withinghnvestment
horizon. We propose a robust dynamic portfolio optimizatioodel to overcome both shortcomings. The model arises &nom
infinite-dimensional min-max framework. The objectiveasitinimize the worst-case portfolio variance over a famflgynamic
investment strategies subject to a return target constrHEire worst-case variance is evaluated with respect to ef seinceivable
return distributions. We develop a quantitative approacapproximate this intractable infinite-dimensional pesblby a finite-
dimensional one and report on numerical experiments.

CS06 Room: GGA MULTIVARIATE GARCH Chair: Marc Paolella

#16: CHICAGO: a fast and accurate method for portfolio risk calculation

PrESEN el . .o Simon Broda@University of Zurich, Switzerdan
(@0 01U 1 [0 A Marc Patzel

The estimation of multivariate GARCH models remains a @majing task, even in modern computer environments. Thisiswaipt
shows how Independent Component Analysis can be used toatstthe Generalized Orthogonal GARCH model in a fraction of
the time otherwise required. The proposed method is a tejp{stocedure, separating the estimation of the correlatiacture
from that of the univariate dynamics, thus facilitating theorporation of non-Gaussian innovations distributiong straight-
forward manner. The generalized hyperbolic distributioovjtles an excellent parametric description of financialnes data
and is used for the univariate fits, but its convolutions,essary for portfolio risk calculations, are intractabléisTrestriction

is overcome by a saddlepoint approximation to the requirstildution function, which is computationally cheap andremely
accurate — most notably in the tail, which is crucial for regitculations. A simulation study and an application to kteturns
demonstrate the validity of the procedure.

#23: Optimal portfolio allocation using daily correlation modelling

PrE SN . . Charles Bos@VU University Amsterdam, Netherlands
C0-aUTNONS,. . . Roman Kraduss

Traditional mean-variance efficient portfolios do not eaptthe potential wealth creation opportunities providegitedictability
of asset returns. This paper examines the benefits of actiwehaged portfolio diversification that accrue to a repregee
foreign investor who considers international investmeygartunities among six major Euro-area countries. To deveospecify
two advanced models for time-varying mean, variances amdletions and compare their results with standard paéotédlocation
strategies like the buy-and-hold and fixed weight strategi@ur empirical findings indicate that models incorpoasiochastic
correlation and volatility result in significantly highesturns than GARCH-based variants or naive portfolio ogation.

#29: Sequential conditional correlations: inference and evalation
PresSeNter: . . e Alessandro Palandri@University of Copenhagen, Denmark

This paper presents a new approach to the modeling of conditcorrelation matrices within the multivariate GARCldrrework.
The procedure, which consists in breaking the matrix ineogtoduct of a sequence of matrices with desirable charstitsy in
effect converts a highly dimensional and intractable ofétion problem into a series of simple and feasible estonat This

in turn allows for richer parameterizations and complexcfional forms for the single components. An empirical aggtiion
involving the conditional second moments of 69 selectedkstdrom the NASDAQ100 shows how the new procedure results in
strikingly accurate measures of the conditional correfeti
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#251: Semiparametric vector MEM

PrE S . . o\ttt Giampiero Gallo@Universita di FirenzeJyt
C0-AULNON S, et e Fabrizio Cifpoi

The Multiplicative Error Model for non negative valued pesses is specified as the product of a (conditionally autessiye)
scale factor and an innovation process with non negativpa@tipin this paper we propose an alternative multivariateresion of
such a model, by taking into consideration the possibiligt the vector innovation process be contemporaneousiglated. The
estimation procedure is hindered by the lack of probabdéysity functions for multivariate positive valued randeaniables. We
extend the model and suggest the use of Generalized Methdldmmients to jointly estimate the parameters of the scale@fact
and of the correlations of the innovation processes. Wetithte the feasibility of the procedure and the gains owveetiuation by
equation approach using a three variable fully interdepehchodel with volume, average volume per trade and realiakdility
as variables.

CS13 Room: B103 APPLIED MACROECONOMETRICS Chair: Martin Wagner

#31: Fiscal policy in open economies

PrESEN e . . oo Klaus Neusser@University of Bern, Switzedan
C0maULNOIS:. e ot et e e Harris Dellas, Manuel Walt

We argue that the significance of the exchange rate regintbdaffectiveness of fiscal policy in small open economiesheen
exaggerated in the literature. Using the New Keynesian (dj)&n economy model we demonstrate that the form of the damest
policy rule pursued under flexible rates and the degree efrational capital mobility play a more important role. \Wedstigate
the effects of government spending shocks in 21 countrieg asvAR identification scheme which has been previoushygested.
Consistent with the NK theory (and in contradiction to the I8 predictions), we find that the size of the fiscal multiplimes not
vary systematically with the exchange rate regime. Theakegf capital mobility and trade openness also seem to ewetedl
influence.

#39: The role of sectoral shifts in the great moderation
PrESEN e . . Daniel Burren@University of Bern, Switzerth

This paper thoroughly estimates how much sectoral shiftérituted to the drop of real GDP volatility which has beesatved

in the United States during the postwar period. | find that ifHe year 1949 sectoral shares had been equal to what theyirwer
2005, then the conditional and unconditional standardadieni of GDP growth would have been, on average, 20-25% linver
the postwar period. Finally, | find that the shift out of dueafoods production has significantly stabilized real GD&gh. As a
methodological contribution, | show how to use the partiitier to estimate latent covariance matrices when theypyol Wishart
autoregressive process of order one. | use this in ordertfdageeach observation period, an estimation of the cowagamatrix
of the sectoral growth rates. Since real GDP growth is the slthese sectoral growth rates weighted by the sectoraéshér
is then straightforward to use these covariance matricexpoess the conditional variance of GDP growth in each gea®a
function of sectoral shares. Computing the unconditiomalance of GDP growth as a function of sectoral shares is enbit
involved but also quite easy using Monte Carlo simulations.

#56: Business cycle accounting with model consistent expectartis

PrES BN e . . Gregor Baeurle@University of Bern, Switzedan
C0-AULNOTS . . ettt e e Daniel Bemr

Business Cycle Accounting has recently been advocated &B& model based method to guide researchers in developing
quantitative models of economic fluctuations. It requiresearchers to make assumptions about the expectationtinniey
agents in the RBC model. It is standard to assume that exfmtaare formed as if wedges followed a vector autoregressi
process of order one (VAR(1)). We show that this assumpsamoi generally valid and in particular not valid for some ehd
used models. We then provide an alternative, model-camistpproach to modeling expectation formation. On the éorm
issue, we present a necessary and sufficient rank conditidaruvhich a detailed economy can be mapped into a benchmark
model where wedges follow a VAR(1) process. On the latterdsae suggest that the information set underlying the ¢atien
formation should not only contain current wedges, but alspradetermined variables. We then apply our extendedgquloe to
investigate which kind of models are promising for explagithe Great Moderation - the decline of variability of masronomic
variables in the US beginning in the early eighties. Ourltssuggest that a break in the labor wedge is able to exgiaimiajor

part of the Great Moderation.

#67: Nonlinear cointegration analysis of the enivronmental kunets
PrESEN el . Martin Wagner@Institute for Advanced Studies, Awastri
(@0 R 11 1 0] Seung Hyun Hong

The environmental Kuznets curve (EKC) postulates an irvekshaped relationship between income (typically proxigger
capita GDP) and measures of pollution (often proxied by sioiss). The empirical strategy of EKC estimation typicaignsists
of regressing a pollution measure on GDP, GDP squared aneltsoes other explanatory variables. If GDP is a unit rootpss,
then such a regression involves a unit root process andutrsdand maybe higher order terms). Up to now the literdtase
ignored the fact that such regressions behave in many wé#gseditly than ’'linear cointegrating’ regressions. Instiiaper we
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consider OLS estimation and fully modified OLS estimationadl as specification testing for regression equationsuttiog
deterministic variables, stationary regressors and iated regressors and their integer powers. The propefitidae @stimators
resemble in many ways those in the linear case. The perfaenaiithe estimators and tests is investigated by means aofia si
ulation study. In the empirical part we analyze the relafop between per capita GDP and per capita CO2 and SO2 ensssio
for a set of 19 early industrialized countries. We find supfmrthe prevalence of an inverted U-shaped relationship fam few
countries. The methodology developed here can be applidrjand the EKC analysis originally motivating the pregaer.

CS17 Room: AUM DYNAMIC FACTOR MODELS: ANALYSIS AND REAL-TIME FORECASTING  Chair: Christian Schumacher

#54: Real time forecasts of inflation: the role of financial variades

PrES BN e . . . Gianluca Moretti@Banca d’ltalitgly
C0-AULNOIS.. oot e Libero Montetier

The aim of this work is to present a model to forecast shomtmflation. We develop a model that combines both the low
frequency information of a monthly core inflation index ahd high frequency of daily data from financial markets. Weeste
this model using mixed frequency data for the euro area wighrécent technique of MIDAS regression. Then we evaluate th
forecasting ability of the model in real time, with respexstandard VAR models and the daily quotes of the economicatses

on euro area inflation. Our results find that the inclusiorhefdaily variables helps to reduce the forecasting erratts i@spect

to models that consider only monthly variables. Furtheenowur models also have a better predictive power than thttieof
economic derivatives.

#185: Forecasting performance of dynamic factor models in shortamples with structural breaks
PrESEN el . o Victor Bystrov@University of Lodz, Polhn

Macroeconomic data available for emerging market econemie characterized by short time spans and sharp shockst Sho
spans of data suggest the adoption of simple autoregressidels as forecasting tools. However, the availability darge
number of variables makes the class of dynamic factor magleésasonable alternative. In this paper the relative feteth
performance of these two types of models is explored in thet®Earlo exercise performed for the data spans which arablea

for emerging market economies. The data generating presdsslude structural breaks in their common and idiosytitcra
components. Dependence of the relative forecasting pedioce of the models on the size and timing of breaks is studied
Multi-step forecasts are evaluated. It is found that thértgrand the type of the break are important and can reverseligve
performance of the models.

#49: Factor-MIDAS for now- and forecasting with ragged-edge data a model comparison for German GDP

PrES el . . e Christian Schumacher@Deutsche Bundesbank, Germany
C0-AUINO S . . oottt Massimiliano Marcebi

This paper compares different ways to now- and forecast Gidguactor models that can handle large ragged-edge daitase
The ragged-edge unbalancedness is due to statisticatptibfi lags, and implies missing values at the end of the Eanvjge
compare three different factor estimators: principal congnts based on realigned data, the Expectation-Maxiimisalgorithm
with principal components, and the state-space Kalman #mooTo forecast quarterly GDP with monthly factors, wednt
duce different versions of factor-based mixed-data sarglractor-MIDAS). In the empirical application, we comgalifferent
combinations of factor estimators and Factor-MIDAS witbpect to their forecast performance of German GDP.

#93: Generalized linear dynamic factor models - a structure theoy

Presenter: . .o Manfred Deistler@Vienna University of Technology, Auatri
C0-AULNOT S, . . oot Brian D.O. Andenso

We present a structure theory for generalized linear dyodadtor models (GDFM's). GDMF'’s are a combination and gener
alization of linear dynamic factor models with strictly adiyncratic noise and generalized linear static factor nsodeey have
been proposed and developed in a number of papers by Foppi, Hallin and Reichlin and Stock and Watson. GDFM'’s previd
a way of overcoming the "curse of dimensionality” plaguemgltivariate time series modelling, provided that the Engme
series show comovement. We consider a stationary framewlgkobservations are represented as the sum of two uratedel
component processes: The so called latent process, whititaged from a dynamic linear transformation of a low- disienal
factor process and which shows strong dependence of its ponents, and the noise process, which shows weak depenafence
the components. The latent process is assumed to have dasirgfional spectral density. For the analysis, the cezsdional
dimension n, i.e. the number of single time series is goingfinity; the decomposition of the observations into thege tom-
ponents is unique only for n tending to infinity. We presentraciure theory giving a state space or ARMA realizationtfor
latent process, commencing from the (population) seconchemés of the observations. The main parts are: Factorizatio
singular rational spectral densities into tall transferdtions, realization of state space and ARMA systems fromigefhumber

of covariances of the latent process and the averaging dheafoise effects for n tending to infinity. Special emphasgiven to
the case where the transfer function has no zeros. Thisspamnels to the autoregressive case. As opposed to the capeané s
transfer functions, for tall transfer functions, this peoty is generic. The role of Kronecker indices for determgnihe number
of covariances needed is analysed. Based on this strutteioeytan estimation procedure based on sample second n®iment
proposed.
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CS18 Room: ALG FINANCIAL ECONOMETRICS- 1 Chair: Michael Wolf

#57: Option pricing with aggregation of physical models and nonarametric statistical learning

Presenter: . ... . e Loriano Mancini@University of Zurich, Switzend
C0-aUINO S . . .. JianqinanF

Parametric option pricing models are largely used in Fieanthese physical models capture several features of asset p
dynamics. However, their pricing performance can be sicguifily enhanced when they are combined with nonparametioing
approaches, that learn and correct empirically the priemars. In this paper, we propose a new nonparametric méohqaicing
derivatives assets. Our method is based on a physical ngodtdd nonparametric approach to estimate the state psicédtion,
called the Automatic Correction of Errors (ACE). This methe easy to implement and can be combined with any modeldbase
pricing formula to correct the systematic biases of pri@ngrs. We also develop a nonparametric test to show theejfiaf the
ACE method. Empirical studies based on S&P 500 index optitiesyv that our method outperforms several competing pricing
models in terms of predictive and hedging abilities.

#60: Robust fast subsampling for time series

PresSENter: . . Lorenzo Camponovo@University of Lugano, Switzerland
C0-aULNONS . oottt e Olivier Scaillet, Fabio Taai

We introduce the quantile breakdown point of a general bieskmpling procedure for time series and show that it irapteegile
resampling quantiles in many relevant settings. To solierttbustness problem, we develop a general robust fasasyiisg
method for time series, which is applicable also in neartggrated models. Our approach bounds the impact of outiers
general model deviations by means of a resampling proceghpiéed to a bounded score function. We also propose a datndr
calibration procedure to select contemporaneously trevaat block size and the degree of robustness needed ircaiiqhis.
Monte Carlo simulation and sensitivity analysis stronglpgorts the usefulness and the power of our robust subsagnpkthod
relative to competing alternatives under several formsatd denerating processes. An application to testing fopthdictability
of stock returns illustrates the methodology in a real datargle.

#109: The sensitivity of nonparametric misspecification tests talisturbance autocorrelation
PrESEN el . Andrea Vaona@University of Lugano, Switzerland

Ramsey’s regression specification test (RESET) was shawhkéve serious size problems in presence of disturbancd seri
relation. Various nonparametric specification tests wdiered in the literature and a few of them managed to survamtiex
simulation exercises. As a matter of consequence the prstsely focuses on the latter ones and on further, more retaitigtics.
We show that some nonparametric specification tests carboistrto disturbance autocorrelation. This robustness eaffbected
by the specification of the true model and by the sample sinee@pplied to the prediction of changes in the Euro Repduate
means of an index based on ECB wording, we find that the leasits®e nonparametric tests can have a comparable perfamena
to a RESET test with robust standard errors.

#55: Robust performance hypothesis testing with the Sharpe rati

PrESENtEr . . . o Michael Wolf@University of Zurich, Switzerldn
C0-AULNO S, o ot e Olivier Leitl

Applied researchers often test for the difference of thef@heatios of two investment strategies. A very popular todhis end
is the test of Jobson and Korkie, which has been corrected d&yiilel. Unfortunately, this test is not valid when returngeha
tails heavier than the normal distribution or are of timéesenature. Instead, we propose the use of robust infereat®onts. In
particular, we suggest to construct a studentized timesdotstrap confidence interval for the difference of tharfh ratios
and to declare the two ratios different if zero is not corgdiim the obtained interval. This approach has the advatiagene can
simply resample from the observed data as opposed to soreestiicted data. A simulation study demonstrates theravgd
finite sample performance compared to existing methodsdditian, two applications to real data are provided.

CS25 Room: B217 CREDIT RISK, FINANCIAL MARKETS AND COMPUTATIONAL METHODS Chair: Sandra Paterlini

#85: Forecasting the default probability without accounting data
PrESEN el . . .o Dean Fantazzini@Moscow State University, Russi

The recent default of the multinational giants Enron andli@om clearly showed how accountancy data can be misleadtidg
far away from the true financial situation of a company. Whearfaial fraud takes place, the models that use accountateyala
predict default probabilities cannot be used since thegdasts are completely unreliable. To avoid such problemesyropose
a novel approach that uses stock prices only, and allows ttehtepartures from normality in stock returns dynamics, fbhe
parametric bootstrap, based on a conditional marginal imgesed to estimate the distribution of these estimatetatuilities
and to construct confidence bands. We show an empirical dramith both operative and defaulted Italian, American ang$an
stocks.
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#107: Optimization heuristics for determining internal rating g rading scales

PrES el . o hamnes Paha@Justus-Liebig-Universitaet, Giessen, Ggrma
Co-aULNOIS, oot Marianna Lyra, Peter Winker, Sandra Paterlin

Basel Il imposes minimum capital requirement on banks edlab the default risk of their credit portfolio. Banks usiag
internal rating approach compute the minimum capital nespeéents from pooled probabilities of default (PD). Theselpd
probabilities can be calculated by clustering credit boes into different buckets. The clustering problem canobee very
complex when the Basel Il regulations and real-world caists are taken into account. Search heuristics have glygaden
remarkable performance in tackling this problem as comateit is. An implementation of the Threshold Accepting isgoeed,
which exploits the inherent discrete nature of the clusteproblem. It is demonstrated that it can be a valuablerdtae to
methodologies already proposed in the literature, suchaaglard k-means and Differential Evolution. Besides psapp new
clustering objectives, we extend the analysis further bgoducing a new method to determine not only the optimaltehirsg
structure but also the optimal number of buckets in whichlister the bank clients. This is done by imposing a condtthst
allows for a meaningful ex post validation of the clusteusture.

#115: Least median of squares estimation by optimization heurists with an application to the CAPM

PreSEN el . oo Marianna Lyra@Justus-Liebig University, Gerpan
C0RaULNON S, oottt e Peter Winker, Chris Stearp

For estimating the parameters of models for financial mat&& at higher frequency, the use of robust techniques iartitplar
interest. While only the most basic capital asset pricing ehn¢@APM) is considered, extensions to more refined models ar
straightforward. It is proposed to consider least mediasgofares (LMS) estimators in this context. Given the comiplet the
objective function, the estimates are obtained by meanptoh@ation heuristics. The performance of two heurisisosompared,
namely differential evolution and threshold acceptingisIshown that these methods are well suited to obtain leadtamef
squares estimators for real world problems such as the CARkthermore, it is analyzed to what extent parameter estgrand
conditional forecasts based on the LMS differ from thosemigtd by OLS. The empirical analysis considers some staoks f
the Dow Jones Industrial Average Index (DJIA) for differeample periods. Although estimation appears to be feassitgy the
heuristics proposed, the findings for the CAPM are ratheethix

#161: Systemic risk in the European banking system

PrESENEr . . Andr€ipollini@University of Modena and Reggio Emilia, Italy
CO-AULNOT S . . o oot Franco Fioidel

The issue of systemic risk among European banks has beamtlyeeeplored by using only listed banks. In our paper we use a
large dataset which includes both listed and non listed $amEurope. Financial distress for a specific bank in a givamtry

is defined in terms of the lowest quartile of an indicator afilbperformance, the Economic Value Added, EVA. The analgbis
systemic distress, defined as the joint probability of finardistress in two or more countries, is carried using ai kiighensional
multivariate probit. As an alternative to a computatiop@itensive ML estimation method used to retrieve joint @doibities, we
suggest an alternative procedure based upon two stagdse findt stage, the common factor loadings are obtained viM® G
type of analysis. The moment conditions are obtained by etimgpthe reduced form pairwise joint probabilities of désis using

a time averaged estimator of stochastic migration intaeist Once the common factor loadings have obtained by GMM, w
compute the probability of distress in two or more coutriestigh stochastic simulation, modelling the latent faeta Gaussian
common shock. We also explore which risk factors underlgesyic distress.

#122: Estimating risk capital for correlated rare events

PreSeNter: . Aivener@Ludwig-Maximilians-University Munich, Germany
C0-aUTNO S, . .o oo Stefan Mik

Operational Risk, that is, the risk of loss resulting fromdequate or failed internal processes, people and systenosroexternal
events, is a very heterogeneous risk class, including sgeich as bookkeeping errors and terrorist attacks. Magléépendencies
between individual operational-loss categories is of magerest to financial institutions, as they affect theraation of regulatory
minimum-capital requirements. With a focus on rare evemtsdemonstrate that the use of correlations to model depeiete
among risk categories might lead to a counterintuitive leinaof risk measures, such as Value-at-Risk (VaR) and BEbgokec
Shortfall (ES): Their value may decrease as correlatiorem®es. Hence, the goal of reducing minimum capital reougrgs
by incorporating less than perfect correlations, as sugddsy the New Basel Capital Accord (Basel 1), may not neaglys
be attainable. We discuss the behavior of VaR and ES measndes different simulation designs and ways of improving th
reliability of their estimates in the context of rare events
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ES06 Room: GGA COMPUTATIONAL METHODS FOR MIXTURES Chair: Sylvia Fruehwirth-Schnatter

#19: Finite mixture model diagnostics using the bootstrap

PrESEN el . . . Bettina Grun@Wirtschaftsuniversitat Wien, &igs
C0-AULNONS:. oottt e e Friedrich keh

The EM algorithm provides a common framework for maximunelitkood estimation of finite mixture models. The fitted madel
can differ with respect to the component specific models aag atso allow for concomitant variables to model the compbne
weights. The use of resampling methods to analyze finiteurgxinodels fitted with the EM algorithm is appealing because
the bootstrap similarly to the EM algorithm constitutes anawon framework for these models. In addition standard asyticp
theory can sometimes be not directly applied to finite miguttue to violation of regularity conditions. In this talk w#l outline
various possibilities to use bootstrapping for model dasgics such as for determining the number of componentskaig
model identifiability and analyzing the stability of indutelusters. The application of the diagnostic tools is destrated on
several examples.

#15: A flexible prior distribution for markov switching autoregr essions with student-t errors
PresSeNter . . Philippe Deschamps@University of Fribourg, Switzedlan

This paper proposes an empirical Bayes approach for Mankiteling autoregressions that can constrain some of the-sta
dependent parameters (regression coefficients and erfangas) to be approximately equal across regimes. By fierglolucing
the dimension of the parameter space, this can help to ereggiree separation and to detect the Markov switching naifitee
data. The permutation sampler with a hierarchical priorsisdufor choosing the prior moments, the identification qaust, and
the parameters governing prior state dependence. Theieatp&levance of the methodology is illustrated with anlegapion to
quarterly and monthly real interest rate data.

#14: On mixture of Kalman filtering and learning

o 2TTCT 1 =Y Hedibert Lopes@University of Chicago, USA
Co-aULNOIS. ot Nicholas Polson, Carlos Carvalho, Michael Johannes

In this paper we present a novel particle filtering and leaysirategy for a wide class of state space models that capbesented

as mixture of dynamic linear models (DLMs). These methodside samples from the joint posterior distribution of staand
parameters, in a sequential fashion, avoiding the burddraaf to converge MCMC samplers. Our methodology provides an
extension to the mixture of Kalman filters and naturally ipmrates nonlinearities in the state dynamics. We use tiondl
sufficient statistics for parameter learning and we extdmnsl approach to state filtering whenever possible. We peotizh
applications. First, a dynamic factor switching model whillustrates the efficiency gains over traditional metho&scond,

we analyze a nonlinear model that has been extensivelydenesi in the pure filtering literature, where we also add setjal
parameter learning.

#3: Bayesian estimation of finite mixtures of univariate and mutivariate skew-normal and skew-t distributions
Presenter: ... ... Sylvia Fhwéirth-Schnatter@Johannes Kepler University Linz, Aiastr

Skewnormal and skew-t densities, both for univariate a agmultivariate data sets, have been introduced with takafacap-
turing skewness and kurtosis without loosing unimodalftthe fitted distribution. Very recently, finite mixtures afch densities
have been introduced for the purpose of robust clusteriraghdR little work has been done on efficient statisticalnestion of
such mixtures and in the present paper Bayesian infereruagried out. For mixtures of univariate and multivariatevgkormal
densities, we develop MCMC estimation based on data augiti@mtand Gibbs sampling. The first step of data augmentation
the Gibbs sampler is based on the standard procedure ofrdravgssification using the skew components densities. iTg oat
parameter estimation within each component, we use a sestepf data augmentation based on a stochastic represerdat
the uni- and the multivariate skewnormal density in terma cdndom-effect models with truncated normal random effethis
allows drawing the parameters from standard density. TIHE3MZ scheme is extended to univariate and multivariate mesof
skew-t densities through a third step of data augmentatged on representing the t-density as scale mixtures ofaierm

ES17 Room: GB1 PROBABILISTIC METHODS IN LEARNING PROBLEMS Chair: Ana Colubi

#67: Probabilistic fuzzy systems in financial modelling
PreSENter. . Uzay Kaymak@Erasmus University Rotterdam, Netherlands

Probabilistic fuzzy systems (PFS) are semi-parametricatsad which a linguistic description of the system behaviencoded
by the fuzzy rules can be combined with the statistical prigeof the data. Mathematically, they are related to Heetwvorks,
support vector machines, kernel models and Parzen windogitgieestimators. They are interesting as they allow theetesdo
focus on the experts’ information coded linguistically lelthe model itself has strong theoretical grounding. Alhooon fuzzy
models can be extended to their probabilistic fuzzy eqaivial In this paper we study probabilistic fuzzy equivadaitMamdani
fuzzy systems and zero-order Takagi-Sugeno fuzzy systéfasonsider their main characteristics and discuss howdhaeybe

ERCIM WG on Computing & Statisticg) 12



Thursday 19.06.2008 14:00-16:00 CFEO08 and ERCIMO08 Pafdiesion C

applied in financial modelling. In particular, attentiorpiaid to value-at-risk estimation by using probabilistiefy systems. A
sequential approach is proposed for determining the madahpeters, where the location of the antecedent membédusiufions
is determined by using fuzzy clustering while maximum likebd parameter estimation is used for determining the gisibity

parameters of the PFS. The validity of the VaR models obthisevaluated by using a statistical back-testing methagpigc

test) based on failure rates.

#49: Parameter-free feature selection with mutual information

ISl . e el Verleysen@Universite Catholique de Louvain, Belgium
C0-aUINO S . .« .. Damien Frarscoi

Machine learning of high-dimensional data faces the cufsieensionality, a set of phenomena that limit the perfanoeaof the
tools. Many limitations come directly from the represeiotabf the data, and not from the analysis tool. It is therefoeeded to
reduce the data dimensionality. There are basically twoswiayo this: either to select features among the originahkbes, or
to project the latter on new ones. Although more general hod more powerful in theory, projecting features inducessa bf
interpretability. On the contrary, by selecting originahfures, one can come back to the application and intergrietvare the
relevant factors for the analysis; this is important adagatin many applications. This paper shows how to use Mutfiairhation
(M1) for feature selection. In practice, the Ml criteriong® be estimated and the search for possible feature subs#tsted for
computation time reasons. It is shown how to use resamptidgparmutation tests to select optimal parameters for tta®r,
and to stop the search procedure in a sound way. It is alsorshow to design an estimator of feature subset relevancé&ausp
from the mutual information criterion, with the supplemamtadvantage to restrict the estimation to a two-dimeradiproblem.

#87: Fuzzy text mining and digital obesity

PresSENter: . . e Trevor Martin@University of Brista)K
C0-AULNO S . o ot Yun 8he

The phrasaligital obesitysummarises a range of problems arising from our propersiggeherate and retain a rapidly growing
volume of data, at web-scale as well as at corporate and medrsoales. Much of this data is in text form, but is effedtive
wasted unless we can find and use tight data when needed. Statistical methods help to a degreeerdittd average out
useful information, as well as suffering from a mismatchametn the precisely defined terms used by formal models anfithe
more subtle and expressive terms used in human commumcdiomans communicate using language where the majority of
concepts are fuzzy, defined by common usage rather than legsey and sufficient conditions. The success of fuzzy cbistr
one example where fuzzy set theory enabled computers to withkill-defined terms such asot andslow rather than precise
values. Fuzziness enables computers to work with ill-ddfo@ncepts, leading to more effective use of text-basedrmdton in
business and other situations. Although the input inforona rarely complete (and may be incorrect) the approxétyatorrect
solutions are generally sufficient as well as being easieotopute and understand.

#96: The estimation of prediction error for neural networks: a simulation study.

PreSeNter . . o Simone Borra@University of Rome "Tor Vergata”, Italy
C0-aUINONS . . . Agostino Di Ciagci

One fundamental problem in statistics is that of obtainingaecurate estimate of the prediction error, i.e. the exgeldss on
future observations, of a learning algorithm trained onabetlable sample data. This problem has particular relsvanery time
avery large sample is not available, the underlying distidn is not known and you need to evaluate the predicticor @fra non-
parametric model which could overfit data. The simplestestior of prediction error is the Apparent Error defined asatrerage
of the loss function on the training data-set. Apparentreusually produces an optimistic estimate of predictiomebecause
it uses the same data both for training and for evaluatiom@fodel. Using powerful non-linear models, as Neural Neta,0
it is possible to obtain very small values of Apparent Erjost including more parameters in the model. A way to evalilag

prediction error of the model is to estimate the Optimisnfingel as the expected difference between the predictiom and
the Apparent Error on new training data, adding it to the AppaError. We considered several approaches to predietian

estimation for Neural Networks. In particular, estimatbesed on Cross-Validation (as Leave-one-out, K-fold evadislation)

and Repeated Cross-Validation (obtained averaging a sebss$-validation estimates on different random splitiinestors based
on non-parametric Bootstrap (as 0.632 bootstrap and théfiembaersion 0.632+ to take into account situations of seweerfit)

and parametric Bootstrap (where the Optimism is propoalitm a covariance term estimated by Bootstrap). Using aensite

simulation approach we were able to compare the estimatibhsrespect to different characteristics of data. We cosrgid a
regression problem with 1000 data generating distribstsitowing different level of non-linearity and signal/reoraitio. In each
population, we drew 30 samples on which we trained two difieNN, calculating also all estimators of prediction errdre

generated also a very large sample from each populatiortéinoa reliable estimation of the true prediction errordach NN.

Finally, we compared all prediction error estimators ontiages of bias and variability. We obtained some interestilggestions
about the efficiency of the different prediction error estiors with respect to the s/n ratio and the neural networkptexity.

#114: Application of neural networks and support vector machinesto pricing European options
PreSEN el . Chris Charalambous@University of Cyprus, Cyprus

Artificial Neural networks (ANN), as discipline, studiesstinformation processing capabilities of networks made fugiraple
processors which are in some way connected with differeahgths (weights) like the living neurons of the brain. Dgrihe
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training phase the connecting weights are modified so tleahétwork output matches the required response (targe¢sjahs
closely as possible. The multilayer neural network is thstmadely used type of neural networks. It consists of an irt@yer a
number of hidden layer and an output layer. There are seigstads involved in designing a multilayer neural netwonilesting
the number of hidden layers, the number of neurons in eadehithyer, finding the global solution. Support Vector Maehi
(SVM) models are close cousin to classical multilayer neneaworks and overcome the above limitations of neural néta
The weights of the network are found by solving a positiverdtfiquadratic programming problem, rather than by sohdng
non convex, unconstrained minimization problem as in steshdeural network training. In this talk we will present areview

of both ANNs and SVMs and explore their performance in pgciuropean options. Furthermore, we will show how neural
networks can be used to modify some input parameters of dptimahoption pricing model so that its pricing performancan
greatly be improved.

ES22 Room: GPA ROBUSTNESS WITH HIGH DIMENSIONAL DATA Chair: Stefan Van Aelst

#7: Fast bootstrap for robust Hotelling tests

PrES BN e . o Ella Roelant@Ghent University, Balgi
C0-aULNONS:. . ot Stefan Van Aelst, Gert Willems

If we want to estimate the location and scatter of a multataridata set with outliers, the sample mean and sample aocari
matrix will no longer be satisfactory as they can be extrgnsehsitive to outliers. As robust alternatives, we willdsmn S-

estimators and MM-estimators which are efficient, positiveakdown estimators. Inference for robust estimatoréténdased
on the asymptotic distribution of these estimators. Howeas asymptotic estimates may be inaccurate, the bootsamabe

used as an alternative approach. Unfortunately, the stdrmetstrap procedure is non-robust and computationaligaihding.

Both these problems are resolved by the fast and robusttba@{$RB) procedure. This method exploits the property riblaust

estimators such as S- and MM-estimators can be written asotb&on of a system of smooth fixed-point equations. We iclems
a robust version of the one-sample and two-sample Hotdkisigoy using S- or MM-estimators instead of the empiricahmand

covariance matrix. The FRB can then be used to mimic theiloligion of the test statistic and critical values can be deiteed

through the quantiles of the recalculated statistics. &itimns show good performance and illustrate that the bamscan

outperform the asymptotic variance approach.

#11: Stahel-Donoho estimators with cellwise weights

IS . . Gert Willems@Ghent University, Belgiu
C0RaULNONS.. oottt e e Ellen Vandervieren, Stefan Van Aels

The Stahel-Donoho estimator is a well-known affine equargriobust estimator of multivariate location and scattes defined

as a weighted mean and covariance, where each point reeetigght in function of a measure of isitlyingnessThis measure is
based on the one-dimensional projection in which the peintast outlying, the underlying idea of which is that evenjtivariate
outlier must be a univariate outlier in some projection. ®iwith large outlyingness should then receive small wisigin the
sense that the entire point is either downweighted or nbtoahponents of the point are treated in the same way irréispeaf
theirresponsibilityfor the outlyingness. Here we investigate an adaptationeoStahel-Donoho estimator where we allow separate
weights for each component. The idea is to start from theymgghess of the point as measured in the original Stahelebon
procedure. Subsequently, for each point, we attempt tdifgidn what extent each variable is contributing to the gimjness
and we use this information to adjust the outlyingness amtesponding weight in a componentwise manner. By adapliag t
estimator in this way, we are giving up affine equivariancevieimay gain efficiency.

#6: Outlyingness weighted quadratic covariation

o (2TST = 1 = Kris Boudt@K. U. Leuven, Belgium
C0-aULNONS:. . ottt Christophe Croux, Sebastien Laturen

Quadratic covariation is a natural estimator for the vbtgtof a multivariate price process. It is consistentlyiestted by

the sum of outer products of high-frequency returns. TheliRmhBiPower Covariation (RBPCov) is often used to estanat
the quadratic covariation of the continuous component efgtice diffusion. This paper introduces the Realized Ouglyess
Weighted Quadratic Covariation (ROWQCov) as an alternatithke RBPCov. The new estimator equals a weighted sum of oute
products of high-frequency returns and downweights rettiat, because of jumps or other reasons, are outliers timel&row-
nian SemiMartingale (BSM) model. Under this model the ROW@{Saonsistent for the integrated covariance matrix. Besid
robustness to jumps, the new estimator also enjoys theatbésiproperties of positive semidefiniteness and affinevagance.
Our Monte Carlo study suggests that, at all sampling frecigsnthe new estimator is more efficient than the RBPCov wuittde
BSM model, consistent under the BSM model with jumps in cagesre the RBPCov is no longer consistent and its robustness
to jumps is preserved under temporal aggregation. Weridltesthis new method on 15-minute return series of the EUR/EIS
GBP/USD exchange rates.

#64: On non-parametric robust quantile regression by support vetor machines

PreSENter . . o Andreas Christmann@University of Bayreuth, Germany
C0-AULNON S, . . oo e e Ingo Steamiv

We consider the non-parametric estimation of quantile tions by support vector machines (SVMs) based on the pirbsdl
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function or on the eps-insensitive loss function. Someltesue given which show that SVMs based on these loss furstoe
robust and can learn the unknown distribution as the sang#econverges to infinity if the kernel is bounded. Furthermaeve
investigate how fast SVMs can learn by using an oracle inégua

CS02 Room: B013 INTERNATIONAL FINANCIAL MANAGEMENT Chair: Ana-Maria Fuertes

#4: Optimal asset allocation under comovements and downsiddsk measures

IS N . . e Jose Olmo@City University, London, UK
C0-AULNONS . o o Jesus Gomza

We disentangle in this paper the risk exposure of an investipertfolio due to comovements between its assets fromisie r
exposure due to the allocation of weights. As a byproducthwesvghat the efficient portfolio frontier in comovements sjles
can be different from the unconditional efficient frontierdapropose a bivariate Value at Risk (VaR) that gauges theitagty

of the risk measure to variations in the level of comovembgts/een the assets. Our second contribution consists @hogévy
nonparametric bootstrap hypothesis tests for testinchatiic dominance between portfolios, stressing the castochastic
dominance in comovements regimes. This method permitstteging of portfolios in accordance to the preferences ofrdade-
risk averse investors in different episodes of the marketalso carry out a Monte-Carlo simulation study to assessahsistency
and performance of the tests in finite samples. The empiajsplication shows the differences in the efficient portfdtiontier
between crises and non-crises episodes determined by eomeows and non-comovements for a portfolio comprised bityequ
bonds and currency assets from US and UK financial markets.

#41: Sovereign rating transitions: finite-sample properties ofalternative estimators
o (ET= 1 =Y Alena Audzeyeva@University of Leeds, UK

This paper assesses the small-sample properties of ditereatimators of sovereign rating transitions, for whaotly a short
history is available. Three expected value estimators ‘eitpert knowledge”, which are developed within a Bayesiamfework
using different priors: noninformative, informative anxpenential, are compared with the traditional "cohort” ammhtinuous-
time estimators. Estimates of both coarse- and fine-leditang transition matrices are assessed at various timeemsr using
bootstrap simulations. An "S-measure” is suggested to @euhe finite-sample bias of default curves (as opposednglesi
default probabilities) given by alternative estimatoreenalysis shows that the expected value estimates agctérésed by the
largest off-diagonal probability mass as measured by thexmaobility metric. The continuous-time estimate and éxpected
value estimate with the exponential prior have the closetitility to that of the true rating transition process. Foreéstment
grade ratings, the continuous-time approach gives the effdgent estimates of both default probabilities and ditfawrves at all
time-horizons. For many non-investment grade ratingseipected value estimator with the exponential prior penfoas well
as or better compared to the continuous-time estimator.estimated fine-letter transition matrices exhibit greatability and a
smaller estimation bias when compared to their coarserlettunterparts.

#125: The credit crisis: a regime-change approach to analyzing ilnedded markets

PrES BN e . . Willi Semmler@Long Island University, USA
C0-aUTNONS: e Lucas Berha

The advent of securitization products, e.g., mortgagédxhsecurities (MBS), has brought the issue of default &iom to the
center of finance. Unfortunately, this topic is complex ansirgle computational technique or methodology may not ciffi
to explain market phenomena which have these structuresdd®a in them. Multiple computational methods allow défer
dimensions of phenomena to be treated in the most apprepriay. In a previous paper, we analyzed the correlation iwe
a firm’s capital assets and their impact on the credit riskheffirm. In that model, we studied the effects of random shocks
to diversified capital assets, wherein the shocks were letecbto varying degrees. Thus, we constructed a framewdttirw
which the effects of correlated shocks to capital assetkldmurelated to the probability of default for the companieynamic
decision problem of maximizing the present value of a firnethwith stochastic shocks was solved using numerical tgclesi
Further, the impact of varying dependency structures omveeall default rate was also explored. In this paper, werekthese
results to apply to the recent sub-prime and credit crisesfivd that while a dynamic decision approach can describstyfieed
facts of these events, it is necessary to resort to a redhifteapproach to explain certain dramatic features of tregmnts. We
construct an MBS and use Monte Carlo simulation to obtainsfaieads for each of the tranches. A Cholesky reductioroagjr
to the correlation matrix is used to incorporate marketaffesuch as contagion, default correlation, etc. Afterbeating this
model to known studies by the mortgage insurance indusgycenduct sensitivity analysis and show that correlatidwéeen
default rates can accelerate the boom-bust nature of thedests. Further, we show that Federal Reserve policy hasliomted
efficacy in the control of these processes. We conclude skats of moral hazard are key to the safe administratiomaftated
products.

#210: Dependence in the insurance sector and possibilities foriernational diversification

PrES BN el . Oleg Sheremet@Vrije Universiteit, Nethada
C0- AU S . o e Andre Lsca

We study the possibility for international diversificatiohcatastrophe risk by the insurance sectors in three dioeiconnected
regions, broadly named as America, Europe, Asia and Aistrédldopting the argument that large insurance losses may be
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‘globalizing factor’ for the industry, we study the depende of geographically distant insurance markets via eqeityrns.

In particular, we employ conditional copula theory to motte bivariate dependence of the insurance industry. Inrasinto

earlier literature on this subject, we try to disentangke ¢huses of dependence stemming from the asset side andrthrasbe

liability side by conditioning insurers’ equity returns general market conditions. As a measure of dependence, evbatls

correlation and tail dependence coefficients. We find thatdth Europe-America and Europe-Asia the dependencerifisant.

Moreover, we find asymmetric effects: the dependence betwegative returns is higher than between positive retdfagher,

we investigate the dynamics of the copula parameters anddime mild evidence of a gradually increasing degree of digrere
since the mid-1990s. Overall, this implies that over thed asyears the scope for international diversification gféainsurance
losses has reduced considerably, with the possible exceptiAmerica—Asia markets, where most of the dependencecket
equity returns appears to be due to correlated asset ratetiability portfolios.

#222: Analysis of multi-objective portfolio models for the Istanbul stock exchange

PrE S . .\t e Yeliz Mert Kantar@Anadolu University, Tugke
C0-aULNOIS.. ettt Memmedaga Memmedli, Ilhan Usta

Aim of portfolio management is to select portfolio weightsas to minimize risk and maximize return. Markowitz’ meariance
model (MVM) has been accepted as a pioneer model in the mgubetfolio theory. However, MVM has various disadvantages
due to non-normality of return rate in general cases, coatjmut costs and concentration of few assets. Thereforep npw a
large number of studies have been published concerningsthefinew models to avoid these possible disadvantages x&or-e
ple, the mean absolute derivation (MAD) as a risk measuretlm@ntropy model (EM) as the objective function are given. |
this study, Shannon’s entropy measure as a criterion irstnuent decision is analysed in order to decide appropriatiéotio
weights obtained from different types of model using dakatafrom the Istanbul Stock Exchange (ISE 30 index). Moredhe
usage of entropy as an objective function is discussed. Koat@xperimentations are conducted to compare the peeoce of
these models in terms of entropy measure. As a result of empetations, appropriate models are determined for thdgior
selection.

CS09 Room: AUM NON-LINEAR ESTIMATION, MULTIVARIATE AND STRUCTURAL MODELS Chair: Lynda Khalaf

#73: Likelihood based estimation for multivariate time series pocesses
PrE SN .\t e Artem Prokhorov@Concordia University, Canada

The paper considers conditional MLE of multivariate timeéegmodels as a GMM problem. The copula representatiowsllo
to separate univariate distributions from the (conditlprapula distribution. This allows to arrive at an improveahditional
Quasi MLE of univariate distribution parameters (infererior the margins) and an improved conditional Pseudo MLEadi b
the univariate distribution parameters and the copulamndgece parameter. We use the GMM toolbox to study efficiefntyeo
likelihood based estimators of the parameters in the makgimd the copula. We point out to several alternatives afgisopulas
to construct joint likelihood in the time series setting.eytinclude using multivariate Archimedean copulas and tpia-based
characterization of Markov processes using bivariate legpu\s an application we estimate the tail dependence reasof an
European and an American stock exchange index.

#100: Persistence-robust causality testing

PrES BN . . . Alex Maynard@University of Guelph, Canada
C0-aUINO S . .. e Dietmar Bau

The persistent behavior commonly observed in economic sienies may arise from a variety of models including thosé witit

roots, near unit roots, long-memory models, and/or strathreaks. Although such alternatives are not alwaysmdjsished with
confidence in practice, common inference procedures ingiedgility and Granger causality testing often rely hegeih the choice
of model. Previous papers have introduced tests in I(1) VAR&Bs based on an additional lag in the specification of thmated
equation which is not included in the tests. This approadtichvwe refer to as the surplus lag method, leads to conveadtiest
distributions for stationary and (co)integrated data gativeg processes. By extending the surplus lag methoddtgye VARX

framework, we show that it can provide Granger causalitistdgat accommodate stationary, nhonstationary, neartaosary,
long-memory, and unmodelled structural break processt#snathe context of a single Chi-squared null limiting distition.

Since the distribution under the null hypothesis is the sam@l cases, no prior knowledge, first-stage testing, anedton is

required.

#166: Edgeworth expansions for nonlinear estimators

PrES N el . . Gubhinder Kundhi@Carleton University, Caamad
C0-AULNOT S, . o ottt Paul Rilsé

Edgeworth Expansions for Nonlinear Estimators are derividte results are shown to apply to most of the common extremum
estimators used in applied work including Generalized Métbf Moments, Maximum Likelihood Estimators and Genegaliz
Empirical Likelihood Estimators in an i.i.d sampling coxtte Examples of the applicability of the method are provideda
number of popular Nonlinear estimators. It is well knowntthaneralizing Edgeworth expansions for sums of i.i.d. ariate
random variables to multivariate cases can be complicatéerefore, a new and simpler method is developed using arline
transformation of a vector of parameters. This is done feesavhere the asymptotic variance of the estimators is kraowin
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unknown. The viability of the results are shown using a Md@églo experiment conducted for the Exponential regressiodel.
In this experiment the performance of the Edgeworth Exmam&ir the Maximum Likelihood Estimator is compared with @th
methods commonly used in finite sample inferences such &abistrap.

#193: A method to estimate the preference structure of joint finandal forecast decisions

PrE SN e . . . o Ba Chu@Carleton University, Caanad
C0-aUINO S . . o oo George Christodoigak

Given a sequence of observed forecast errors, Elliott, Kgemand Timmermann proposed a univariate method to estithat
preference asymmetry parameter of a loss function and atiagsd forecast rationality test. In this paper, motidaby the
fact that many forecast decisions are made jointly rathem thdividually (e.qg., forecast errors may be correlated) develop a
multivariate extension and provide an estimator for a vectdoss preference parameters and a test for joint foreatishality.

#24: Examining the role of real wage rigidities for Canadian inflation

PrES BN e . . . oo Maral Kichian@Bank of Canada, Canada
C0-AUINO S . o Jean-Marie Dufour, Lynda Khalaf

In this paper we evaluate empirically the extent to whicH veage rigidities matter for inflation in Canada. The analyisi

conducted using two recently-proposed New Keynesianip$iCurve (NKPC) models that obtain from alternative thdoaé

assumptions regarding the labour market and real wageitiggd In all cases, structural estimations and tests amgedaout

using identification-robust methods that are valid irrespe of the identification status of the considered modek phbvide,
in particular, structural estimates of the Calvo paramatet of the real wage rigidity index. Our results show that ohthe

models has more overall empirical support than the competiadel, and that the unemployment rate, productivity, al age
real wage rigidity, all play a role in shaping inflation. Inrpieular, we find that the importance of sluggishness in veages, as
captured by the estimate for the real wage rigidity indexeiatively modest, at a value of 0.10. As for price stickiese find

that estimates of the Calvo parameter indicate average gtitations of approximately two quarters in Canada. Rinaidé find

that considerable uncertainty is associated with paranestenates. Indeed our methods show that this uncertarggmnerally
much larger than would be implied by methods that are nontifieation-robust.

CS12 Room: E003 INTEGER VALUED TIME SERIES AND RELATED TOPICS 1 Chair: Konstantinos Fokianos

#138: Count time series with overdispersed data

L (=S ] (Y Robert Jung@Universitaet Erfurt, Gemgna
C0-AUINO S . . o ot e A.R. Tremayn

There has recently been an upsurge of interest in time smdelels for count data. Many papers focus on the model with firs
order (Markov) dependence. This paper considers practiodkels that capture higher order dependence. There amrisaviays

of achieving this. One approach, which has a number of &ttresand has so far not been used in applied work will be marsu
further here. We also provide a unifying framework for egjply dealing with the extra binomial variation regularlgund in
empirical applications. This is achieved by means of gdizexh Poisson model innovations, rather than some nonperaam
approach which might also be feasible. Based on the conditjarobability mass functions of survivors from random rapiens,
conditional on past observed values, and their convolatieith innovation distributions we show how to develop maxm
likelihood estimators for the parameters of models of eder Estimated asymptotic standard errors are readilyugemxt to
facilitate inference. Finally, we propose novel methodsagsessing model adequacy based on a parametric bootsicaupre.

All methods are applied to three new sets of time series datatck variety that have not hitherto been used in theslitee.

#101: Efficient estimation of semiparametric integer-valued aubregressive models

PresSeNter. . o Feike C. Drost@CentER, Tilburg University, Netherland
Co-aUtNOrS:. . . . e Ramon van den Akker, Bas J.M. Werker

Integer-valued autoregressive (INAR) processes haveibhgeduced to model nonnegative integer-valued phenortieiavolve
over time. The distribution of an INAR process is essentidéscribed by two parameters: a vector of autoregressiefficents
and a probability distribution on the nonnegative integeedled an immigration or innovation distribution. Traditally, para-
metric models are considered where the innovation digtdbus assumed to belong to a parametric family. This papstead
considers a more realistic semiparametric INAR model: ragdly there are no restrictions on the innovation disttibn. We
provide an (semiparametrically) efficient estimator ofthibte autoregression parameters and the innovation distib

#36: Specification of landmarks and forecasting water temperatte
PrESEN el . . Goeran Kauermann@University Bielefeld, Germany

We present and analyse a data set about water and air teorpsrizt and along the river Wupper in the northern part of Geym
The analysis pursues two concrete aspects. First, it idefdst to find so called landmarks, these are regularly awrtimepoints
at which the temperature follows a particular pattern. EHaadmarks will be used to assess whether the current yaamriig
ahead or behind the average seasonal course of a year. 8gesnfibcus on forecasting water temperature using smaurticipal
components. The latter approach is also used for bootstrgpemperature data, which allows to assess the varialofithe
specified landmarks. The implications of our modelling eisar are purely economic. The data trace from a larger grajats
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to develop a temperature managment tool for two power platibas along the river Wupper. These stations use riveeniat
cooling purposes and to preserve natural wild life in therihere is a strict limit of the maximal temperature of theexaThe
latter constrains the possible production range of the pglamt. More accurate forecasts therefore mean a highenpat for
energy production.

#208: Poisson autoregression Integer valued GARCH

PrES BN . . . Anders Rahbek@Copenhagen, Denmark
C0-AULNOTS . e Konstantinos Fokianos, Dag Tjostheim

This paper considers geometric ergodicity and likelihoadda inference for Poisson autoregressions. In the lireesar the con-
ditional mean is linked linearly to its past values as welttesresponse. This also applies to the conditional variangaying
an interpretation as an integer valued GARCH process. Iménear conditional Poisson model, the conditional meaanen-
linear function of its past values and a nonlinear functibpast responses. As a particular example an exponentialegessive
Poisson model for time series is suggested. Under the assumab geometric ergodicity the parameters are shown toslgeng-
totically Gaussian in the linear model. In addition we pd®/a consistent estimator of the asymptotic covariance;twikiused
in the included simulations and analysis of transactioa.daur approach to verifying geometric ergodicity proceadsMarkov
theory and irreducibility. Finding transparent condisdor proving ergodicity turns out to be a delicate problenthi@ original
model formulation. This problem disappears if an arbitremall, but fixed, perturbation of the model is allowed. Wedgtthe
estimators, and the asymptotics, based on the perturbeal imodel as well. We argue that as the perturbations candseistio
be arbitrarily small, the differences between the pertddned non-perturbed versions are not detectable for peagtizposes.

#228: The new models for skew and kurtotic data via maximum entropydistributions based on specified moment functions

IS . . Ilhan Usta@Anadolu University, Teyk
Co-aUtNOrS. . . o Aladdin Shamilov, Yeliz Mert Kantar

Kurtosis and asymmetry are stylized facts of economic armhéiral data. To date there have been wide studies conceraiitgis
skewed and kurtosis distributions which model these typéata. These distributions may be satisfactory in manysheaever

in general, they are not enough to account for the kurtosisaagmmetry in the data. It is well known that the Maximum epyr
(MaxEnt) distributions based on moment functions not ordyeha powerful and flexible functional form but also cover tos
of statistical distributions. Taking into account thesegarties of MaxEnt distributions, in this study, we proptise MaxEnt
distributions based on the selected special moment funsticas to model skewed and kurtosis data accurately. We atstuct

a Monte-Carlo simulation to exhibit the performance of thaxi#nt distributions with the selected special moment fionstover
distributions used in literature, such as skewed t, g anéhelized beta of the second kind (GB2), Pearson type I\sacklike,

in terms of modeling kurtosis and skewed data.

CS14 Room: B103 FINANCIAL RISK MANAGEMENT Chair: Cathy W.S. Chen

#35: Value-at-Risk estimation using flexible ICA-GARCH models

[ STST = 1 =Y Philip Yu@The University of Hong Kong, Hong Kong
C0-aULNOIS.. . oottt e e e Edmond Wu, W.K. Li

\olatility modeling of asset returns is an important asgecmany financial applications, e.g., option pricing argikrinanagement.
The generalized autoregressive conditional heterostieifa$GARCH) model and its variants such as EGARCH, GIJRR&A,
and threshold GARCH models have become popular standalsl tmanodel the volatility processes of financial time series
Although univariate GARCH models are successful in modgliolatilities of financial time series, the problem of madglmul-
tivariate time series has still been challenging. Recenitysuggested using independent component analysis (l0#gdompose
multivariate time series into statistically independemet series components and then separately modeled thecimdiept com-
ponents by univariate GARCH models. In this talk, we extdrisl ¢lass of ICA-GARCH models to allow more flexible univagia
GARCH-type models. Finally, we will apply the proposed misde compute value at risk for several major internationatls
market indices.

#34: Bayesian forecasting for financial risk management

[ (=TT =T 1 =Y Cathy W.S. Chen@Feng Chia University, Taiwan
C0-aUTNO S . oo oo e WayneelLe

Value at Risk has become a standard approach for measurithfpeetasting the downside market risk of an asset portfolio
We consider a computational Bayesian framework for fullyapaetric forecasting of Value-at-Risk thresholds from agea of
competing heteroskedastic models in an empirical fore@astudy. We employ a range of modern, popular parametraméial
econometric models, each considered in conjunction witkettwell-known probability distributions, for the undeny error
component. The models include symmetric, threshold nealimnd Markov switching GARCH model specifications. Thererr
distributions considered are the Gaussian, Student-tengdneralized error distribution. Adaptive and efficieay&sian Markov
chain Monte Carlo sampling methods are designed for in-gaegiimation and to construct Bayesian estimators of therge
k-period forecast VaR, via the quantiles of the predictigsed return distribution implied by each model. For the eirgi
study, an asset portfolio of four major Asia-Pacific Econo@boperation (APEC) stock markets is considered. To coentber
competing VaR model forecasts, the violation rate, the lalbsdeviation given violation and the market risk chargeealculated

ERCIM WG on Computing & Statisticg) 18



Thursday 19.06.2008 14:00-16:00 CFEO08 and ERCIMO08 Pafdiesion C

for the portfolio return series, for each combination of rlcahd error distribution. The empirical results reveat tieavy-tailed
exponential GARCH models are marginally favoured for faging Value at Risk for this data.

#192: Combination of conditional covariance matrix forecasts

L (SET= 1 =] Alessandra Amendola@University of Salerndylta
C0-aUINO S . o o Giuseppergto

The generation of accurate volatility forecasts is requiremany financial applications such as risk measuremenbufatio
optimization. A wide range of methods and models are availabd the use of different approaches can often lead to kexnlgr
different volatility predictions. It follows that model gartainty is a relevant problem which cannot be ignored &y managers
and any other practitioners making use of volatility forgisa In a previous paper the authors have proposed a GMM agipro
to the combination of univariate volatility forecasts. Aohthis paper is to extend their approach to combination oftivauiate
volatility forecasts. This is not straightforward due te tburse of dimensionality typically affecting multivagatonditional
heteroskedasticity models. In a multivariate setting, tbeber of moment conditions to be imposed rapidly tends pdoebe
with the model's dimension. So the size of the problem besummanageable even for relatively moderate sample sizes. T
approach we follow in this paper is to disaggregate the fuftfplio of assets into subsets of smaller dimensions. Tmelznation
weights assigned to each candidate model can then be estilngtmeans of a strategy in the spirit of the MacGyver method
recently proposed by Engle for the estimation of high dinem®ynamic Conditional Correlation models.

#91: Dependence measures for risk management

e (=S (T Wing Han Iris Yip@HKUST, Hong Kong
C0-AULNOTS . L o ottt Mike K. P. So

In risk management, reducing the risk of a portfolio is a n@incern. There are many findings on the extreme events whagh m
cause a huge loss on the portfolio. In this paper, we focuanthe extreme value events are related by using differeasores:
Simple correlation, multiple correlation, canonical edation, rank correlation, Kendall's tau and tail depercgenFrom this
analysis, we can reduce the number of pairs of correlatmasalyze and suggest a portfolio with stable risk on a givgeeted
return.

#246: Computational aspects of nested Monte Carlo simulations forisk management purposes

[ (2TSY =T 1 =Y Gerhard Stahl@Talanx AG, Germany
Co-aUtNOrS:. . ot Halmachim Zwiesler, Dr. Andreas Reuss, Daniela Bergmann

Within the EU, risk-based funding requirements for inseeoompanies are being revised as part of the Solvency kgrapne
key aspect of the new regulatory framework is to determimeréguired risk capital for a one-year based on market cemsis
valuation of assets and liabilities. This approach resnlteon-standard, yet unsolved numerical and computatiprddlems. A
strategy is to use a stochastic model for the insurance cayrtpgproject all assets and liabilities over one year via Mdbarlo
simulations. In particular, such a stochastic model castthie impact of financial market variables on the assetscaimgutation
of the surplus in one year’s time requires market consistaloation of the (then) existing portfolio of assets andilies. Due
to the complex financial structures this valuation canngidrormed in closed form but requires Monte Carlo simutaidSince
these market consistent valuations are embedded in a stachedel for the real-world development of the companyr @res
year, we are facing the problemmésted simulation§.e. simulations within simulations). The paper suggestsee-step process
to replace the computationally unfeasible nested simariatby an approximation that is both computationally maabbteand
sufficiently accurate.

CS15 Room: B104 RISK MANAGEMENT Chair: Zhengjun Zhang

#40: Tail and non-tail memory with applications to GARCH processes
PrE SN . . . o Jonathan Hill@University of North Carolina, USA

New notions of tail and non-tail dependence are used to ctaize the extremal and non-extremal memory properties of
GARCHY(p,q) processes, including IGARCH and explosive GAR@Vhereas IGARCH processes are known not to be Near-
Epoch-Dependent, their extreme events and log-exceeslamue tail-trimmed levels are Near-Epoch-Dependent. hibery im-
plies highly robust estimation of extreme value statisticgpopulation statistics in the presence of extremesydicl "extremal
regression” and tail-trimmed GMM. We apply the theory toy@@symptotic normality for a non-parametric tail depergen
estimator, and a tail-trimmed sum for non-covariance atatiyy GARCH data.

#239: Equity volatility and the business cycle: a factor model appoach
L (=TS ] (= Giuliano De Rossi@UBS, UK

Recent econometric research has sought to model equittiliplas a combination of macroeconomic effects and timeese
dynamics. The model is characterised by a multiplicativeodgposition in which the unconditional volatility, whickagtures
low frequency changes, is deterministic while the high fiestcy component follows a GARCH process. This paper desedop
alternative nonparametric approach based on cubic splogels. Well known results on Gaussian state space formsecandul
to establish a connection between the approach discusseaa factor stochastic volatility models. The proposethoaology
has several advantages: i) it does not require selectidreasptimal number of knot points ii) it can easily accommedatssing
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and irregularly spaced observations iii) it lends itselfunally to multivariate generalisations. An applicatianglobal equity
indices is also discussed. One of the goals is to identifynangon long term trend in global equity volatility and pin dowsimain
macroeconomic drivers. The model can be used to generajehlmizon forecasts of volatility that depend on macroeooico
scenarios.

#195: Quantile approximation in small models for integrated risk management
PrES N . . o Thomas Wenger@Passau University, Germany

From a quantitative perspective, integrated financial nglhagement requires the evaluation of quantiles of logshiifons
obtained at a portfolio level from dependent loss variabtesome finer level of resolution. The portfolio may consfdbusiness
units, individual financial instruments or pre-aggregatgues of risk such as market risk or credit risk. In each ctsme is a
need in evaluating the quantiles of the sum of a set of depgmdrdom variables with heterogeneous distributions,fanfitom
jointly normal. Monte Carlo simulation allows the estinmatiof the wanted quantile of total loss after specifying thpehdence
structure as a multivariate distribution or by means of autmpVe propose approximate and semi-analytical meth@d®tihance
the transparency and structure of the simulation, whileaieimg faithful to the departure from the world of multivaie normality
of the joint losses. Due to the small number of random factprasi-Monte Carlo simulation performs well. The Corniskher
expansion of the quantile is employed based on the simualaficnoments technique. In the case of a Gaussian factortsteyc
higher moments are approximated by Wick's formula. The kguiiint method for the Vasicek single factor model of credk is
embedded into a context of integrated risk.

#148: The general moments expansion: an application for financialisk

PreSeNter . . e Trino-Manuel Niguez@University of Westminster, UK
C0- AU S . e e Javier éter

This paper presents a family of distributions based on wieatame General Moments Expansions (GME). We show that the GME
preserves the flexibility and good performance of the derssitased on Edgeworth and Gram-Charlier series for madedéset
returns. Nevertheless the GME is simpler and more genénak & can be straightforwardly applied to expand any itigtion

with finite moments up to the truncation order. The goodrd#-of a GME using the Normal as basis is tested and compared
both the Gaussian and Student’s t by means of an empiricitappn for forecasting financial risk.

#95: Computing equilibria of a fast-trading electronically bro kered security market model
Presenter: . .. le&is Derviz@Charles University in Prague, Czech Republic

The paper develops a numerically tractable model of a fastdved security market, meaning a large number of partita
short-lived motives for trade and uncertain terms of irdlixl trade for any given participant due to a high conceiotnah time of
other participants’ actions. These features are typigathectronically brokered trading in many upper-end staokd bonds and
major currencies. Informational opacity of fast marke¢srst from terms-of-trade uncertainty. The order book cheinggny times
before an order is submitted. A limit order (LO) submitteedmot know for sure with what orders he will compete for exiec)
whereas a market order (MO) submitter may be unable to hiltserved best quote because others might attain servaréyhy
pure luck if registered a split-second earlier. The subjectncertainties of an investor who cannot keep up with ghapmarket
conditions are formally embodied in two risks: executiogenainty for LO and random transaction price assignmariifo. We
analyze a static round of trading, therewith approximatiregtemporal uncertainty of the physical fast market ngaljtthe spatial
uncertainty of the model. We first prove equilibrium existerand then develop a numerical solution algorithm appléctbany
selected parametric form of the private value and beligfitigtion. Specifically, we calculate the map of informa@bparameters
of the investor population into orders, trades and the plybbbserved central price. The deviation of the mean compr@r
belief about the true parameters of the private value digiion from the true parameter value is interpreted as nae@iment.
Comparative statics results of the computed equilibrigysapthat this sentiment has a stronger impact on, intenallame and
net direction of trades leading to a given central pricen i actual distribution of private values.

CS31 Room: ALG INFERENCE IN TIME SERIES AND ECONOMETRICS Chair: Alessandra Luati

#184: Changes in regime and cointegration analysis

PresSenter: . . Maerita Gerolimetto@Ca’ Foscari University of Venicelyita
C0RaULNOIS:. . .ot Luisa Bisaglia, Isabella Pracid

In this work we study a cointegration model where the equillim error switches between two regimes: one stationarycaed
with unit root. Firstly we consider the seminal thresholéhtegration model then we generalize this scheme by consgléhe
hypothesis that the discontinuous adjustment to a longequiilibrium may occur following Markov switching and STORBAK
models. Our aim is to show how often these particular kindsodfitegration models can be confused with the fractionai-co
tegration model, where the equilibrium error is long memimstead. Recently it has been shown that inference on ttge lon
memory parameter and persistence tests are severely cmisprbin series which display regime switching effectsesitheir
autocorrelation decays very slowly. In particular, if tligigibrium error of a cointegration model switches betwagao regimes it
may be confused with a long memory process, leading thenaseato confuse threshold cointegration with (spuriousgtional
cointegration. To highlight how often and to which extemeghold cointegration can be confused with fractional tsgjration we
conduct a Monte Carlo experiment, where the long memorympeiear, d, is estimated with the GPH method and Whittle method
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on the residuals of various threshold cointegration models
#225: Computing weighted chi-square distributions and related aantities

Presenter. . .. Raffaello Seri@Universita dell'Insubritaly
C0-aULNOIS . . et Christine Ctai

Under general conditions, the asymptotic distribution@jeherate 2-nd order U- and V-statistics is an (infinitegivieid sum of
chi-square random variables whose weights are the eigeswalf an integral operator associated with the kernel o$thigstic.
Also the behavior of the statistic in terms of power can beattarized in terms of eigenvalues and eigenfunctionsettime
integral operator. No general algorithm seems to be avaiialthe statistical literature to compute these quastisigarting from
the kernel of the statistic. We provide such an algorithntait be used to approximate (as precisely as needed) the tasigmp
distribution and the power of the test statistics, and tédmeveral measures of performance for tests based on U--atatistics.
The algorithm uses the Wielandt-Nystroem method of appnation of an integral operator based on quadrature, andeasdd
with several methods of numerical integration. An exteasiumerical study shows that the Wielandt-Nystroem metlasedh on
Clenshaw-Curtis quadrature performs very well both fordigenvalues and the eigenfunctions.

#158: From short to long memory: aggregation and estimation

PrES BN el . Jan Beran@University of Konstanz, Germany
C0-aULNOIS.. . .ot e Sucharita Ghosh, Martin Schutzne

Several studies have shown that long memory, in the sendewlfysdecaying non-summable autocorrelations (or a foazl
differencing parameter d¢,0), can be found in many finanicred series. In particular, persistence is frequent in udlaseries.
In the case of macroeconomic time series, Granger (198@)ested that long memory may be due to the definition of theseri
since contemporaneous aggregation of heterogeneous AR(dgsses can lead tb> 0. Generalizations of this result include
aggregation of general stationary and integrated prosesgh short memory, as well as aggregation of volatilty meddn
this paper, we consider estimation of d when the individeales used in the aggregation are available. Asymptotipgrt@s
of maximum likelihood estimation and related proceduresetdaon the panel data are considered, as the number of sedes a
their length tend to infinity. The results are compared with &timation for the aggregated series. The panel baseduhéth
particularly promising in the context of long-memory vdliat models, since there, all currently available methbdse a slow
rate of convergence. The methods have wide applicatiookidimg climate and environmental research, where datessom
various locations may be averaged to derive overall trends.

#214: Likelihood-based recursive tests of the adaptive learningpypothesis
o (SEST= 1 =Y o Luca Fanelli@University of Bolognaalit

We propose likelihood-based recursive tests for the cegsstion restrictions that the class of forward-lookingdels typically
used in monetary policy imposes on vector autoregressis®)\8ystems, under the adaptive learning hypothesis. Amfoe-
mation set increases over time and estimates are updateivety, the test for the adaptive learning hypothesis @ammto a
sequence of likelihood ratio (LR) statistics obtained bynparing the likelihoods of the unrestricted and consti&vaR. We
show through simulation experiments that, in order to adrire null hypothesis over the entire sequence, a propeaf seitical
values can be opportunely adapted from the theory recerdfyosed by Inoue and Rossi (2005), also obtaining satmfapbwer
against backward-looking alternatives, in finite sampldg proposed method is applied to investigate the New Kégm&hillips
Curve (NKPC) on euro area data. The results show that, windlé\tKPC is sharply rejected under the rational expectatiyns
pothesis, the nonlinear restrictions implied by the modetitto be supported over large parts of the monitoring pevioen the
LR tests are recursively calculated under the adaptivaileguhypothesis.

#162: On the equivalence between the weighted least squares andetigeneralised least squares estimators, with applica-
tions to kernel smoothing

o (2TST=T 1 =Y Alessandra Luati@University of Bolognalyita
C0-AULNOT S, . et Tommaso Pribiet

The paper establishes the conditions under which the déeseetdeast squares estimator of the regression paranistegsiiva-
lent to the weighted least squares estimator. The resdteetgvant to kernel smoothing. In particular, they enablddrive the
optimal kernel associated with a particular covariancecstire of the measurement error, where optimality is to benihed in
the Gauss-Markov sense. For local polynomial regressisrshiown that the Epanechnikov kernel is the optimal kerfedmthe
errors follow a non-invertible first order moving averageqess. The generalisation of the results to higher ordeing@wverage
models produce the Henderson kernel and higher order polighéernels.

CS36 Room: B217 TIME SERIES FORECASTING Chair: Marc Wildi

#176: A nonlinear neural network approach to simultaneous predidion of non-constant mean and volatility for long-tailed
distribution

[ (=TT 1 =Y Porntip Dechpichai@University of Wollongong, Austaal
C0-aUINOS. . . . e Pamela Ppav

Most researchers in financial time series using linear olimear models assume that the error term follows a Normaiidigion.
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However, numerous studies in behaviour of financial datatanitially show that the distribution of errors has thidieglis than the
Normal. Therefore, it is of interest to exploit the t-dibtrtion instead of Normal distribution in a Neural Networkpapach. The
least square objective function used in conventional NeéNieaworks can be replaced by the negative log conditiokalithood
of target variable given the input variables. This papersaters a likelihood based on a re-scaled t-distributiommw@instant but
unknown degrees of freedom. The re-scaling enables thécficedof both mean and variance at each time point, in cehta
conventional neural networks, which implicitly predictipithe expected value on mean. The t-distribution encongzadifferent
types of tail behaviour, approaching the Gaussian caseeageifjrees of freedom parameter becomes large. Althoughtteth
mean and variance are allowed to vary with time, the degre&sedom parameter is assumed to remain fixed throughout the
training and testing periods. This means that a single gdrameter needs to be fitted in addition to the weight paensetith
the neural network. The technique is illustrated for therfaial time series, such as the stock index of developed avelafEng
markets.

#10: Forecasting international stock market returns
PresSenter: . . Marco Willner@Goethe University Frankfurt, Germany

We take up the challenge of forecasting out-of-sample mpméturns on stock market indices. Recent contributiormasthat

a wide range of popular predictors poorly forecast the UStgquemium. We revisit these findings with the focus on three
aspects. First, we report results for four major stock markdS, UK, Germany and Japan. We find across countries mbiétya

of forecasting the equity premium. Second, this paper feswus the choice of models and, to a lesser extent, on theechbic
predictors. This reflects the changing focus that can bedaumecent years. While much of the earlier literature pregosew
predictors, several recent articles discuss the structutiee model rather than the choice of variables. In this pameexplore
two structural aspects that have attracted attention ititdrature: structural changes and theory-induced igiris. We show
that certain structural specifications actually do adddasting power. Finally, we evaluate the forecasting peréorce in terms
of both the size of the forecasting error and the quality gh giredictions. One of the key findings of the paper is thatéisalts
look more favorable for forecasting models when it come®tedasting the direction of market movements.

#244: A multivariate generalized hyperbolic stochastic volatilty model and the use of realized covariances

PrES N . . e Stefan Mittnik@University of Munich, Germany
C0-aUINOrS . . o o e Christian Pigorsch, Uta Pigbrs

The paper presents a method for modeling the joint dynanfiosuttiple asset returns by exploiting the information indw in
the realized covariance matrix. While the commonly usedzedl(co)variance models treat the (co)variance as beisgroed,
i.e., it is not latent anymore, we explicitly account for flaet that once market microstructure effects have beeniraited, the
realized covariance is certainly an unbiased but impdstanoisy measure of the quadratic variation of the pricegss. To this
end we propose a multivariate generalized hyperbolic ststahvolatility model, in which the mean of the latent vada depends
on lags of the realized covariance measure. Moreover, itrastrto the majority of the existing multivariate stoclhasblatility
models, we introduce dynamic conditional correlations iogadly modeling the full covariance matrix.

#71: Winner of the NN3-forecasting competition: an applicationof customized optimization criteria in forecasting
IS . . o Marc Wildi@idp/zhaw, Switzemth

Traditional forecasting methods typically rely on onepstiead performances in order to identify models, to estipatameters
and/or to verify model assumptions. We here propose a gemgpeoach whose estimation criterion has been modifieddardo
account for practically relevant model-misspecificatidvisre precisely, we emphasize out-of-sample multi-stegadHorecasting
performances within a ‘robustified’ framework and allow forecast combinations across models optimized for vaitouizons.
This approach performed particularly well in the contexthaf NN3-forecasting competition (see http://www.nedaakcasting-
competition.com/NN3/results.htm). To conclude, we wdikd to present the latest developments abosetl&healingestimation
criterion which generalizes traditional maximum likeldtbapproaches (common work with the Census Bureau, Wasiingt

ERCIM WG on Computing & Statisticg) 22



Friday 20.06.2008 09:00-11:00 CFEO8 and ERCIMO08 Para#isk®n E

Friday 20.06.2008 09:00-11:00 Parallel Session E

ES08 Room: GPA STATISTICAL SOFTWARE Chair: Petko Yanev

#20: Visualizing exploratory factor analysis models

PresSENter: . . Sigbert Klinke@Humboldt-Universitat zu Berlin, Gernyan
C0-AUINO S oot Cornelia Wagn

Exploratory factor analysis is an important tool in datalgsia, particularly in social sciences. Our tools visualgrious models

in parallel with different numbers of factors. The corraatplot shows the correlation between the variables in gexgdot. A
greyscale colour model (white = no correlation, black= éaalpsolute correlation) is used. The variables are ordersddh a
way that highly correlated variables are closer togethbe dommunality plot shows the increase of the communalidesach
variable if we increase the dimensionality of the mod&éneralfactors can be seen easily and appear if the factor modeénhos
is too high-dimensionally. For example, if the conceptsihelhe questions in a questionnaire are too refined. Thabias are
ordered in such a way that the variables with similar comrityniacrease are closer together. The factor model plaialises in
scatterplots which variables belong to a factor for difféfactor models. Colours represent different loadingswwadearch for
stablefactors in all models. The variables are ordered in such athatythe variables which belong to the same factor are near to
each other. We will demonstrate with a R program our toolsemersal questionnaire data.

#105: Getting the most out of your CPUs: parallel computing strategies in R
PrES N el Stefan Theussl@Wirtschaftsuniversitaet Wien,tAais

Facing challenging statistical problems one has to consm¢ake advantage of parallel computing. With the avalitgbof
multicore architectures even in commodity computers ther@n increased demand for practical strategies for utdizhese
architectures. Generally there are two different typesrdfiitectures: shared memory systems and distributed mesystems.
Each of which has its advantages and disadvantages whiehtdide considered when creating parallel applicationshifntalk
we present strategies for parallelizing programs usinfgrint packages available in R. On the basis of an examplenrerical
algebra we illustrate how both hardware architectures earsbd to achieve higher performance: For distributed mgsystems
such as clusters of workstations we show how MPI can be usexpi@itly parallelize a program. For shared memory system
OpenMP can improve the performance of a sequential progsaimiplicit (compiler-driven) parallelization. Finally, @present
results of a benchmark experiment comparing the presemtedigl routines with their sequential counterpart.

#65: Tracy-Widom and Painleve II: computational aspects and retisation in S-Plus
e =S ] Andrei Bejan@Heriot-Watt UniversitykU

Realisation of the Tracy-Widom distributions of the ordér, and 4 in textitS-Plus is presented. These distribatappear as
asymptotic laws in the spectral theory of random matricestave comparatively short history. They are of great irsteseth in
theory and applications and prove to be important in moditisical work. As the distributions are stated in term®ainleve I
transcendent, their realisation requires a special approfimplementation. Performance and stability issuesb® discussed.

ES09 Room: B104 STATISTICS FOR DEPENDENT DATA AND ECONOMETRIC MODELS Chair: Jean-Michel Zakoian

#25: Inconsistency of the QMLE and asymptotic normality of the weghted LSE for a class of conditionally heteroscedastic
models

(=S (Y Christian Francg@University Lille 3, Rce
C0-AULNOT S, .ttt Jean-Michel Zakwi

This paper considers a class of finite-order autoregres@ ARCH models. The model captures the leverage efilotys the
volatility to be zero and to reach its minimum for non-zenodmations, and is appropriate for long-memory modelingmihénite
orders are allowed. It is shown that the quasi-maximumihloeld estimator is, in general, inconsistent. To solvephiblem, we
propose a self-weighted least-squares estimator and staivthis estimator is asymptotically normal. Furthermarscore test
for conditional homoscedasticity and diagnostic portreanttests are developed. The latter have an asymptotitbdigin which
is far from the standard chi-square. Simulation experisant carried out to assess the performance of the propdsmates.

#28: PAC-Bayesian bounds and model selection
PrESEN el . . Pierre Alquier@Universite Paris 7 (& Crest), Fran

The aim of this paper is to generalize the PAC-Bayesian #msiin the classification setting to more general problerstaditical
inference with i.i.d. data. We will pay a particular att@mtito the case of regression estimation with quadratic lpasaMmetric,
or not). We show how to control the deviations of the risk afdamized estimators. A particular attention is paid to canized
estimators drawn in a small neighborhood of classical edtins (defined for example as the minimizers of an empiris&l r
function), whose study leads to control the risk of the fatfEhese results allow to bound the risk of very general estiion
procedures, as well as to perform model selection. Fineleydiscuss the generalization of the previous results torai.nd.
setting: under suitable assumptions, we can build a proeddiperform time series model selection.
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#31: Autocorrelation based tests for vector error correction malels with uncorrelated but non independent errors
[ (2TST= 1 =] Hamdi Raissi@University Lille 3, Fan

We consider in this paper the estimation and test-of-fit fector error correction models with non independent inriouat
The asymptotic properties of the residual sample autoletiwas are derived. It is shown that the asymptotic distidn can
be quite different for models with iid innovations and madei which the innovations are non independent. Conseguentl
the usual chi-square distribution does not provide an aatecapproximation of the distribution of the Box-Pierce dioess-of-

fit portmanteau statistic in the presence of non indepenideiotvations. We thus propose a modified portmanteau tessevho
asymptotic distribution is a weighted sum of independemsgared random variables. We also propose a modified hggra
multiplier test. Monte Carlo experiments illustrate thetérsample performance of the different tests.

#32: Regenerative block empirical likelihood for Markov chains
Presenter: ... e Hugo Harari-Kermadec@Universite Paris-Dauphine, Feanc

Empirical likelihood is a powerful semi-parametric methHedding to estimation, test and confidence intervals. Mamgnsions
of this method have been proposed in recent years. Howeegregsentially focus on an i.i.d. setting. In the case of ddeet
data, the empirical likelihood method cannot be directlglagol on the data but rather on blocks of consecutive datdhirag the
dependence structure. Generalization of empirical likedd based on the construction of blocks of increasing molua length
have been proposed for time series satisfying mixing candit Following some recent developments in the bootstragature,
we propose a generalization for a large class of Markov shaiased on small blocks of various lengths. Our approaclesase
of the regenerative structure of Markov chains, which afiéavconstruct blocks which are almost independent.

ES18 Room: GB1 INTELLIGENT DATA ANALYSIS Chair: Christian Borgelt

#56: Learning from data with soft class labels using mixture modés and belief functions

PresSenter: . ..o Etree Come@Universite de Technologie de Compiegne, France
Co-aULNOIS:. et Thierry Denoeux, Latifa Oukhellou, Patrice Aknin

This paper addresses classification problems in which #sschembership of training data is only partially known.tHaarning
sample is assumed to consist in a feature vegtand an imprecise and/or uncertaioftlabelm; defined as a Dempster-Shafer
basic belief assignment over the set of classes. This framethius generalizes many kinds of learning problems innofyd
supervised, unsupervised and semi-supervised learniege, H is assumed that the feature vectors are generatedefroixture
model. Using the General Bayesian Theorem, an extensiorapé® theorem in the belief function framework, we derive a
criterion generalizing the likelihood function. A variaot the EM algorithm dedicated to the optimization of thisterion is
proposed, allowing us to compute estimates of model paemeExperimental results demonstrate the ability of thfgreach to
exploit partial information about class labels.

#72: Probabilistic noise clustering as M-estimators
Presenter. . ... Frankattonn@University of Applied Sciences BS/WF, Germany

Probabilistic or fuzzy clustering approaches use weightassign data to clusters. Depending on the parametrisafitime
clusters and the distance function used for clusteringpwarcluster shapes are possible ranging from simple sgieriusters
to clusters described by hyperplanes or quadrics. Pras@bitlustering can be viewed as a class of M-estimatorsvknioom
robust statistics. Although various investigations conicgy robustness issues in probabilistic clustering aaglabvie, recent
developments have not been taken into account. Espeanathei context of noise clustering establishing a close cctioreto
robust regression can be established leading to new ititegegeighting functions to control the properties of theust estimator.

#75: Multi-criteria ant feature selection in intelligent classification

Presenter:............ ..., Joao M. C. Sousa@ TechniaaVvérsity of Lisbon, Instituto Superior Tecnico, Portugal
C0-aUINO S . . oo e Susana K4ei

This paper proposes a multi-criteria ant colony optim@at{ACO) algorithm for feature selection using intelligéneural or
fuzzy) classifiers. The proposed algorithm deals with treuie selection problem as a multi—criteria problem withreyle
objective function. The two criteria considered are the gizthe subset of features (features cardinality), and énopnance

of the classifier, which is build based on the selected featurA pheromone matrix is used for each criterion, and differ
heuristics for the two criteria are used. In order to studyittiluence of the parameters and to establish the most kuitalues

for such parameters, the ANalysis Of the VAriance (ANOVAatistical method is used. Experiments show the significance
of parameters concerning the classification error and timebeun of features. The performance of the proposed muteiai
algorithm is compared to the performance of an ant featueetsen algorithm based only on one criterion (improvingsdification
performance). The results show the advantage of using titeeriteria algorithm.

#97: Accelerating fuzzy clustering

PrES el . . rSian Borgelt@European Center for Soft Computing, Spain
Extensions of earlier work on an approach to accelerateyfalzstering by transferring methods that were originakyeloped

to speed up the training process of (artificial) neural netw@re presented. The core idea of this approach is to camtid
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difference between two consecutive steps of the altergaintimization scheme of fuzzy clustering as providing agrat. This
gradient may be modified in the same way as the gradient dfi¢ed) neural network back propagation is modified in ortter
improve the training. Even though these modifications ar@rinciple, directly applicable, carefully checking amulipding the
update steps can improve the performance and can make tbedpre more robust. In addition, this talk provides a muchemo
detailed experimental evaluation that is based on clustaparison measures, which can nicely be used to study themnce
speed.

CS05 Room: B217 MARKOV-SWITCHING MODELS FOR FINANCIAL RETURNS Chair: Alessandra Amendola

#14: Bayesian estimation of a Markov-switching threshold GJR moel
PresSENter: . .o David Ardia@University of Fribourg, Switzeni

A Bayesian estimation of a Markov-switching threshold GLIRY model is proposed. The specification is based on a regime
switching model with parallel asymmetric GJR models whexaranetries are centered at free threshold parameters. ddelm
aims at determining (i) whether structural breaks are prtagi¢hin the GARCH dynamics; (ii) whether GARCH asymmetr(ee.,
leverage effects) are present, and if they are differentden the regimes; (iii) if the threshold parameters (iazations of bad
news) are similar between the regimes. The MCMC estimatibeise allows a fully automatic Bayesian estimation of thel@ho
and thus, avoids the difficult task of choosing and tuningrailmg algorithm. The presence of two distinct volatiliggimes

is shown in an empirical application to SMI log-returns. Maover, the results indicate no difference between asyneseind
locations of the asymmetry for highly volatile and tranqpéfiods. The performance of the model is compared to a siegliene
specification and document a better fit and an improvemeieofdrecasting ability for the Markov-switching model.

#106: Forecasting volatility under fractality, regime-switching, long memory and Student-t innovations

Presenter. .. ... Leonardo Morales-Arias@University of Kiel, Germany
C0maULNOIS:. oottt e Thomas Lux

In this paper we examine the forecasting performance otilipfanodels that incorporate features such as long ($hnemory,
regime-switching and multifractality along with two contipgy distributional assumptions of the error componeat,Normal vs.
Student-t. Our precise contribution is twofold. First, weréduce a new model to the family of Markov-switching nuéctal
models of asset returns (MSM), namely, the Markov-switghinultifractal model of asset returns with student-t inrimrzs
(MSM-t). This model is an extension of the MSM model with natrimnovations and can be estimated via Maximum Likelihood
or GMM. We investigate the in-sample as well as the out-ofyda performance of this model via Monte Carlo simulationd a
compare it vis-a-vis other existing models (MSM, GARCH amiiREH-t). Second, we perform a comprehensive in-sample and
out-of-sample cross-sectional analysis of the MSM modsi®fmial MSM, binomial MSM-t, lognormal MSM, lognormal MSM

t) as well as other competing volatility models (GARCH, GARE FIGARCH and FIGARCH-t). Our cross-sections consist of
all-share equity portfolios, bond indices and portfolidg@al estate at the country level. Furthermore, we invagtigvhether
there is an improvement upon singular forecasts when ofifirm@mbining forecasts obtained from the different modslsand.

#30: Modeling international financial returns with a multivariat e regime switching copula
Presenter:..........co i Alfonso Valdesogolifes@CORE-Universite Catholique de Louvain, Belgium

In order to capture observed asymmetric dependence imattenal financial returns, we construct a multivariatémegswitching
model of copulas. We model dependence with one Gaussiamahoonical vine copula regime. Canonical vines are cactsi
from bivariate conditional copulas and provide a very fléxilvay of characterizing dependence in multivariate sgstite apply
the model to returns from the G5 and Latin American regions, @ocument two main findings. First, we discover that models
with canonical vines generally dominate alternative delpece structures. Second, the choice of copula is impolvamtsk
management, because it modifies the Value at Risk (VaR) effriational portfolio returns.

#124: Joint forecasts of Dow Jones stocks under general multivaate loss function

PrES el . o oo Matei Demetrescu@Goethe University Frankfurt, Germany
C0-aUINO S . . . o o e TansdbA

Univariate asymmetric loss functions have been considertite forecasting literature. But it is not clear what geheonditions
multivariate loss functions should fulfill; and there is nmple asymmetric multivariate loss function availableéher. Our con-
tributions are as follows. We suggest a flexible class of mariite loss functions based on suitable combinationsnofaniate
loss functions. To estimate the forecast distributionsaiffydeturns of 30 DJIA stocks, we employ a state-of-therauttivariate
GARCH model. It easily copes with large number of series avhilowing for non-ellipticity, fat tails and tail-depenuze. Based
on Engle’s DCC GARCH, the model employs multivariate affioemal inverse Gaussian distributions as conditional dodita
laws. Thus, the number of parameters to be estimated sinealtesly does not depend on the number of series. We check the
finite-sample properties of multi-step quasi-ML estimatfmr our non-Gaussian model. These behave roughly the sarte a
multi-step estimators for the Gaussian DCC model in sampksgypically available for most financial time series. Weofir
model with daily data from 2002 to 2007 (keeping data from&6f out-of-sample analyses), and use a parametric baptstr
procedure to derive point forecasts under a number of @iftemultivariate loss functions. We also find CCC-type msdelbe
inferior in terms of mean forecast loss.
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CS22 Room: B103 ASSET PRICE DYNAMICS AND PORTFOLIO CHOICE Chair: Willi Semmler

#150: Financial accelerator mechanism: evidence for Colombia

e (SIS TT ] (=T Martha Lopez@Banco de la Republica, Colombia
C0-aUtNOrS: . . o Norberto Rodriguez, Juan Brad

Colombia experienced a deep recession in 1999-2003. Gaaxtted by 42%, and investment by 38%. Was the severity of the
recession due to a financial accelerator mechanism? To atisizguestion, this paper estimates a dynamic stochastiergl
equilibrium model with credit-market imperfections foetiolombian economy using Bayesian methods. The resultg tiad
balance-sheet effects played an important role in explgirecent Colombian recession; the financial acceleratoharmésm turns
out to be quantitatively significant accounting for abou¥b0f the total reduction in output after a monetary polichtening.

#164: Dynamic consumption and portfolio decisions with time varyng asset returns

PrES BN e . . ot Willi Semmler@New School, USA
C0-AULNONS . o ot Lars Gruene, Karoline Oehrlei

Recent research in financial economics has studied congumgrtd portfolio decisions, where investment opportesithange
over time. This type of work originates in Merton (1971, 199Mo has used the Bellman equation to solve the consumpsion a
well as asset allocation decisions for one state and twaehdariables. Campbell and Viceira (1999, 2002) study comsion
and portfolio decisions in various models with time vary@gpected returns by assuming that new investment opptésiire
not only arising from changing interest rates, but also ftome varying risk premia. They have approximated such a ohyoa
decision model under the assumption that the consumpteaitivratio should not vary too much. In this paper, we stugly d
namic consumption and portfolio decisions by using dynapnagramming which allows to compute, with sufficient accyra
the decision variables and the consumption-wealth ratengtpoint of the state space. The dynamic decision problédfinsts
analytically and numerically solved for a simple model witinstant returns. Then we solve a model with dynamic consamp
and portfolio decisions when time varying returns are catidd from the low frequency components of US time seriesfiiah
data. The implications of the change of investor’s risk sigar, the returns and the time horizon are explored. Finaitysolve a
stochastic version of the model with mean-reverting resurn

#99: A two-part fractional regression model for capital structure choices

(2 TST= 1 =Y Joaquim Ramalho@Universidade de Evora, Portugal
C0-aUINO S . .« . Jacinttvai

In this paper we examine the following two hypotheses whieaditional theories of capital structure are relativelersi about:
(i) the determinants of financial leverage decisions arfemint for micro, small, medium and large firms; and (ii) thetbrs that
determine whether or not a firm issues debt are different frase that determine how much debt it issues. Using a birfeige
model to explain the probability of a firm raising debt and @&cfional regression model to explain the relative amourdeddt
issued, we find strong support for both hypotheses. Confgménent empirical evidence, we find also that, althoughelafigns
are more likely to use debt, conditional on having some dehtdize is negatively related to the proportion of debt usefirins.

#197: Efficient and robust estimation of asset returns via the Maxinum Lg-Likelihood method

Presenter. ... Dde Ferrari@University of Modena and Reggio Emilia, Italy
Co-aUtNOrS . . Sandra Paterlini, Francesco Hatta

In traditional mean-variance portfolio selection, asséiims are assumed to be normally distributed. Typicatiwdver, their em-
pirical distribution is leptokurtic and a portion of the dain the tails is discordant with the assumed model. For tbitifine, we
employ the Maximum Lg-Likelihood Estimator (MLgE), a nowsdtimator based on the minimization of Havrda-Charvatlissa
entropy, for computing the mean and the variance to be uspdrifolio selection. The MLQE is indexed by a single paranet
g, which tunes the trade-off between two apparently cotitg@sspects: robustness and efficiency. The MLQE providgsoa
fit for the bulk of the data by smoothly downweighting obs¢ioms that are inconsistent with the assumed normal moded¢ T
MLQE provides a good fit for the bulk of the data by smoothly dawighting observations that are inconsistent with noitynal
We also provide several checks of the procedure that we fefermed by numerical simulation, along with analyticalidations
of MLqE statistical properties. Our findings show that the d_outperforms other common robust and non-robust estisiado
fast and easy-to-implement algorithm for computing the Hlagtimates is also supplied. Our application of MLgE to ISHd
monthly time series of historical S&P500 returns shows hiogan be useful for the study of the behaviour of financial ratrk
and for investment decision making.

CS24 Room: ALG TIME SERIES AND SIGNAL EXTRACTION Chair: Tommaso Proietti

#105: Seasonal dynamic factor analysis and bootstrap inferenceapplication to electricity market forecasting

Presenter. . ..o Andres M. Alonso@Universidad Carlos Il de Madrid, Spain
Co-aUtNOrS:. . e Carolina Garcia-Martos, Julio Rodrigez, Maria J. Sanchez

In this work we propose the Seasonal Dynamic Factor Analgsisextension of the Non-stationary Dynamic Factor Analysi
which permits to face dimensionality reduction in vectofsime series with seasonality and to deal with common factol-
lowing a multiplicative seasonal VARIMA model. Besides, @olstrap procedure is proposed to be able to make inferemce o
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all the parameters involved in the model. The bootstrapraehgeveloped for forecasting includes uncertainty due tarpater
estimation, allowing to enhance the coverage of forecasfidence intervals. A challenging application is providddhe new
model proposed and bootstrap scheme are applied to an tinosabject in the Spanish electricity market: the compoitaof
long-term point forecasts and forecasting confidencevaterof electricity prices.

#153: Technical trading revisited: persistence tests, transa@in costs, and false discoveries

PrES N O oottt Olivier Scaillet@HEC Geneva, Switzada
C0-aUTNO S, . . e Pierre Bajgionv

We revisit the apparent historical success of technicdlrigarules on daily prices of the Dow Jones index. First, wethe False
Discovery Rate as a new approach to data snooping. The adaat the FDR over existing methods is that it is more powerfu
and not restricted only to the best rule in the sample. Seaeaderform persistence tests and conclude that an investald
not have been able to select ex ante the future best-perfgmules. Finally, we show that the performance fully dissgs once
transaction costs are taken into account.

#86: Mixture vector autoregressive model with parameter constrants

Presenter: . ... Chuma® Wong@Chinese University of Hong Kong, Hong Kong
C0-aUINO S . . . Ho Yin Chin

The univariate mixture autoregressive model is recenltyegaized into the multivariate time series context. Thetore vector
autoregressive (MVAR) model is a mixture of K vector autoesgive models. The estimation of MVAR model can be carrigd o
with an iterative EM algorithm. In previous works, the stardierrors of estimates are computed via numerical methbitshw
may not be reliable. On the other hand, estimation of thg{glecified MVAR model may lead to poor efficiency due to thigda
number of parameters. In this paper, the MVAR model with peater constraints is being investigated and its estimatéimg the
EM algorithm is addressed. An approximated observed iréition matrix based on missing information principle is alsoived.
The accuracy of the estimation of the MVAR model with paramebnstraints and the approximated standard errors issexse
some simulation experiments. For model selection, theopmdnce of using BIC is also investigated via simulationegipents.
The model is applied to the 1-year and 3-year Treasury Conbtaturity Rate. Our results suggest that about 60% of theti
the two rates move independently, and about 40% of the tineeetis a unidirectional relationship from the 3-year raté-year
rate.

#116: Estimation of common factors under cross-sectional and teporal aggregation constraints: nowcasting monthly
GDP and its main components

PresSeNter: . Tommaso Proietti@University of Rome Tor Vergata, Italy

The paper estimates a large-scale mixed-frequency dyrfaotmr model for the euro area, using monthly series alortly @ross
Domestic Product (GDP) and its main components, obtair@d the quarterly national accounts. The latter define broad-m
sures of real economic activity (such as GDP and its decoitipody expenditure type and by branch of activity) that we a
willing to include in the factor model, in order to improves itoverage of the economy and thus the representativendiss of
factors. The main problem with their inclusion is not one afdal consistency, but rather of data availability and tineds, as
the national accounts series are quarterly and are avaidth a large publication lag. Our model is a traditional dyric factor
model formulated at the monthly frequency in terms of théiatary representation of the variables, which howeveiohess
nonlinear when the observational constraints are takersiotount. These are of two kinds: nonlinear temporal agdiaycon-
straints, due to the fact that the model is formulated in seofithe unobserved monthly logarithmic changes, but wergbsmnly
the sum of the monthly levels within a quarter, and nonlireeass-sectional constraints, since GDP and its main coergerare
linked by the national accounts identities, but the seniesapressed in chained volumes. The paper provides antexathent
of the observational constraints and proposes iteratyerithms for estimating the parameters of the factor moddlfar signal
extraction, thereby producing nowcasts of monthly grogaekiic product and its main components, as well as meastitiesio
reliability.

CS26 Room: EO03 COMPUTATIONAL AND FINANCIAL ECONOMETRICS WITH R Chair: Christian Kleiber

#179: Mixed logit estimation with R: the rplogit package
PreSEN el . Yves Croissant@Universite Lumiere Lyon 2, France

The multinomial logit (or conditional logit) is a widely udenodel in econometrics to explain the choice of an altevaatmong

a set of exclusive alternatives since the seminal works dfadden. It is very easy to implement, but suffers serious/lolaaks,
especially the "Independence of Irrelevant Alternativepbityhesis”. The mixed (or random parameter) logit is one @gtktensions
of this model. Some hypothesis about the distribution ofdbefficients are made and the parameters of these distnitsugire
estimated by simulation. Currently, a specific form of thdtmamial logit model is implemented in R, with individuapecific
variables, with the multinom function in the nnet packagee Mbvide a package called mlogit which enables the estmati
the multinomial logit model with both individual and altetive specific variables. We also provide another packaldgdaglogit
which depends on the former and enables the estimation afatidom parameter logit model. A large set of distributioms i
provided (normal, log-normal, censored-normal, unifotriangular) and the correlation between coefficients mayaken into
account.
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#198: Least absolute deviation regression: a lexicographicaldiear goal programming formulation
PrE SNl . .o Frederick Novomestky@Polytechnic University, USA

Least absolute deviation regression is in the class of tobgsession models that, compared to traditional leasirsguegression,
is less sensitive to the effect of outliers in the data. Tlaiggy solves the least absolute deviation regression dgimaoblem
using the lexicographical linear goal programming modedlemented in the r package goalprog. One of the applications
sidered is the estimation of robust capm-style least abtsaeviation factor models which are compared to the coordipg
least-squares models.

#174: Subs4coint

PreSENt e . . Pu Chen@Rostock University, Germany
C0-aULNOIS . . . et D. Bluschke, V. Bluschke, J. Zeng

In this paper we investigate the possibility of the applmabf subsampling procedure for testing cointegratioatrehs in mul-
tivariate systems. The subsampling technique is appliesvéscome the difficulty of nonstandard distribution andsanice
parameters in testing for cointegration rank without anlieitly formulated structural model. This paper has thréxgeactives.
The first is to show theoretically that the subsampling testirocedure is consistent and has asymptotically poweut s€ond
objective is to demonstrate practically that the subsampdrocedure can be applied to determine the cointegradiokin large
scale models, where the standard procedures hit alrealityitsmoreover subsampling procedure achieves (depgnoliinsitua-
tion) comparable and sometimes significant better ressiltiseastandard Johansen test. For empirical relevant casssmulation
studies show that centered subsampling improves degigivelperformance of subsampling test procedure and makgplit
cable also for cases when the number of independent starhrasids are very large. Finally, this paper acts as a maotalee
manual for a new GNU R package subs4coint which gives an tyomty to test the subsampling procedure and to compare thes
results with the ones of Johansen'’s test.

#87: Fast and accurate asymptotic p values for the Nyblom-Hansetest and related statistics
PrESEN e, . . e e Christian Kleiber@Universitaet Basel, Switaad

Many test statistics arising in time series econometrie® hmon-standard limiting distributions. Leading exampfedude the
KPSS stationarity tests and structural change tests suttfeddyblom-Hansen test. In all these cases, the limitingidigions
are given by the distributions of certain quadratic funatits of Brownian motion, and critical values are typicallytained via
extensive simulations. At CFE’'07, the author suggestedtaoddor the evaluation of the KPSS limiting distributiohst exploits
alternative representations of these distributions asilalisions of quadratic forms in normal random variabldswill be shown
that the method also works for the Nyblom-Hansen test focttiral change, and also for certain tests arising in hekexasticity
and autocorrelation robust (HAR) inference.

CS28 Room: AUM SIMULATION BASED BAYESIAN INFERENCE FOR DYNAMIC AND FINANCIAL  Chair: Herman van Dijk
MODELS

#88: Dynamic panel probit models for current account reversals ad their efficient estimation

Presenter. . ... Guithee Moura@ Christian-Albrechts-Universitat Kiel, Gerrgan
Co-aULNOS.. . oot Guilherme Moura, Jean-Francois Richard

Nonlinear panel data models have been used to analyzetdisacaeroeconomic events such as currency crises, sudgenasid
current account reversals. A salient feature of macroendénwariables to be captured by such models is their dissadal de-
pendence. We use probit models with unobserved heterdgemal serially correlated errors in order to analyze thermeihants
and the dynamics of current account reversals for a panet\ldping and emerging countries. Likelihood evaluatibpamel

probit models with unobserved heterogeneity and dynamar eomponents is complicated by the fact that the compmnaif

the choice probabilities requires high dimensional irtpehdent integration. Thus efficient likelihood estimatd such models
typically relies upon Monte Carlo (MC) integration techués. Various MC procedures have been proposed for the ¢izalud

such choice probabilities, and the most popular among tisake Geweke-Hajivassiliou-Keane (GHK) procedure. Whileaep-

tually simple and easy to program, the GHK relies upon imguaré sampling densities which ignore critical informatielative

to the underlying dynamic structure of the model, which @atlto significant numerical inaccuracy. In the presentysiveluse
Efficient Importance Sampling (EIS) methodology, whichresgnts a generic high dimensional simulation technigus.blased
on simple Least Squares optimizations designed to maxitheewumerical accuracy of the integral approximations @ased

with the likelihood. In particular, combining EIS with GHKikstantially improves the numerical efficiency of the seddGHK

allowing for reliable ML estimation of dynamic panel prohibdels even in applications with a very large time dimensibime

empirical results suggest that countries with high cureertount imbalances, low foreign reserves, a small fraaforonces-
sional debt, and unfavorable terms of trades are more lthedxperience a current account reversal. Furthermore wefidence
for serially correlated error components and weak evidefistate dependence of the propensity to experience a ¢t@ateaunt
reversal.
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#140: Long memory modelling of inflation with stochastic varianceand structural breaks

PrE SN .\ Charles Bos@VU University Amsterdam, Netherlands
C0-aULNOIS: . oottt e Siem Jan Koopman, Marius Ooms

We investigate changes in the time series characteristippgiwar U.S. inflation. In a model-based analysis the dail
mean of inflation is specified by a long memory autoregredsaationally integrated moving average process and theitional
variance is modelled by a stochastic volatility process.déeelop a Monte Carlo maximum likelihood method to obtafitieht
estimates of the parameters using a monthly dataset of wtagion for which we consider different subsamples of vagysize.
Based on the new modelling framework and the associateta#in technique, we find remarkable changes in the varjance
the order of integration, in the short memory charactesstind in the volatility of volatility.

#152: Long-term strategic asset allocation: an out-of-sample aluation

PrES N el . . Bart Diris@Maastricht University, Netheamts
C0-aUTNOrS . . . o e Franz Palm, Peter Schotman

We investigate the out-of-sample performance of strategget allocation models. We analyze both naive and Bayapjaoaches
with (un)restricted weights and this requires us to relwiigan computationally intensive numerical solutions. Vépeatedly
solve large models and therefore grid search on portfolighte in the standard simulation approach for dynamic pbas$ is
computationally too expensive. We refine this method by patarizing regression coefficients in regressions thatcimpate
conditional utility by quadratic functions of portfolio ughts. Optimal weights along each path can be found analjjtiby op-
timizing a quadratic function. This refined method is sigraifitly faster since we only have to consider a small grid tueately
parameterize the portfolio weights: we report speed gairasfactor 100 with a negligible impact on accuracy. The erogir
results show that strategies could lead to very unstablétsasless shrinkage estimators are applied. Dynamitegfiess outper-
form myopic strategies only when using shrinkage. Shriekagmplemented by using a shrinkage prior in a VAR(1) modiais
prior shrinks all coefficients to zero except for the autoelations of the state variables. Certainty equivalent&ms increase to
more than 10strategies avoid extreme events and resulisrvégiable portfolio weights.

#252: Principal components for gradients of sparse functional déa

IS Nl . lan McKeague@ Columbia University, USA
C0-AUINO S . . o oo e Sara Lopez-Rilta

This talk discusses an imputation method for generatingingsvalues of sparse functional data. The data consistsgrghtions

of smooth curves (e.g., growth curves) at sparse time paamis the problem is to find a way to carry out functional prati
components analysis of unobserved gradients (e.g., gn@igk). Existing approaches are only appropriate whengbeegated
time points become dense, and are not specifically tailovegradients. We introduce a way of imputing the gradient$ tha
is consistent with the data, and that provides a natural amdtdmnethod of estimating their covariance kernel and qipial
components.

#188: Term structure estimation and highly persistent processes a Bayesian context
PrES Nl . . oo Leopold Sogner@Vienna Universtiy of Technology, Austria

Interest rate data exhibits a high degree of serial coifoelatWhen using even simple affine term structure models,résslts
in a Fisher information matrix close to singularity. Here ttandard deviation of the parameters controlling the noéahe

process is going to explode. In this paper we investigasepttublem in a Bayesian context. We apply Markov Chain MoradaC
simulation techniques in connection with regularized gmido simulate the joint posterior distribution of the mbgarameters.
With these priors we derive a proper posterior, however tidwedsrd deviations of the estimates remain high. In addjitors are
constructed to reduce the variance of these highly volptilmmeter estimates. Second, when considering times $evia the
fixed income sector we observe yields for different matesitiin financial econometrics two approaches are used toastihe
model parameters: either by assuming that all yields arergbd with market micro structure noise or that some timeesere
observed without noise. The second contribution of thisspépan in-depth investigation of these approaches. We dstrate
that if the percentage of market micro structure noise is tbw latter approach provides us with reliable parametémates
and the computational burden is low compared to the firstagmdr. This econometric analysis, including a stabilitylgsia, is

performed with simulated data.

CS33 Room: B013 ECONOMETRIC ANALYSIS OF FINANCIAL MARKETS Chair; Ana-Maria Fuertes

#44: On the adequacy of the GMM method for conducting inference wihin the MDH model: A Monte Carlo study

PrE S . . . Marwan Izzeldin@Lancaster Universitis U
C0-AULNONS: .ttt e e Ana-Maria Fuest

The GMM procedure has been considered in many studies ag#&direct method for testing the validity of Mixture of dibtition
hypothesis of Clark (1973) and its extensions. In many aooas results obtained were inconclusive and contradict&uch
mixed evidence can be attributed to factors related to bwthMDH model and the GMM method. In this study we consider a
Monte Carlo study which mainly looks at factors related ®lgtter. For example, the nature of the moment structuesntimber
of estimated moments, the effect under higher moments,hanfiiite sample properties of the test of overidentifyingjnietions.
Our noteworthy findings include: First, in terms of the motr&ructure, we found that the bivariate moment structurgaoichen
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and Pitts (1983) leads to more precise estimates of thet latetystical moments (i.e moments of the information floslative to
those obtained using the univariate moment structure okC1®73). Second, the finite sample properties of test ofideatifying
restrictions, was found to suffer from acute size distotioThird, we found that adding higher moments for a fixed darsige
reduces parameter efficiency, on the contrary increasiagdmple size for a fixed sample size results in parametereeffic
being increased. Fifth, assuming a non-zero value for the tiarying mean of the returns results in parameter estinass
precisely. In summary the GMM produces efficient estimatestie following: small number of moments, large samplessize
Bivariate moment structure, higher moments if aided witlrenmoment conditions, and when the returns mean is assumed to
be zero. For the test of overidentifying restrictions, siiortions are common under all the above cases, but witthetecy to
improve with the sample size.

#11: Pricing libor options

PrE S . . . oo Jing-Ming Kuo@University of Essex, UK
Co-aUTNOrS: . .o Xiaoquan Liu, Jerry Coakle

We price moneyness-based portfolio returns on the LIBORr&st options in the Intertemporal CAPM framework as an esiten
of the pricing kernel approach. In contrast to existing &sidor pricing index options, our results show that only tbal interest
rate is included in the pricing kernel for the LIBOR optio@r the functional form of the pricing kernel, the polynohpacing
kernel with linear interpretation outperforms the isoséitaform. In particular, the 4-term polynomial approximoat dominates
the 3-term extension in the HJ distance comparison.

#18: A new way of measuring the quality of stock market
PrE SN .\ Oscar Martinez@University Rovira i Virgili, Spa

In this paper we present a new method to measuring the dmaviatietween actual transaction prices and implicit effigieices.
Following the Hasbrouck approach we decompose securitgaicion prices into a random-walk and stationary compisndine
random walk component may be identified with the efficientg@riThe stationary component, the difference between floéeeft

price and actual transaction price, is termed the pricimgreand its dispersion is a measure of market quality. Thdittomal
solutions for the permanent-transitory decompositiorppsed by the signal extraction literature through unoleskoomponents
and ARIMA models based identification have a serious drakbte identification assumption is not testable. To avoid th
problem we propose a new nonlinear permanent-transitargrdposition based on a threshold integrated moving averagiel.
These models allow us to carry on a new way to identify a peemiishock and a transitory shock. The great advantage is that
we can easily test the identification assumptions used @rbin-linear decomposition. The new method is applied to td&ks
prices.

#142: On some mixture distributions and their extreme value behaior

PrES BN e . . o oottt Jae Hoon Jho@Cass Business School, UK
CO-aULNOI S, . et Viadimir Kaesh

Modeling tail behavior of insurance risks with extreme eatheory has been investigated by numerous authors in theNas
tivated by the excess of loss reinsurance contract, in dgiepwe introduce three mixture distribution models in tbetext of
general insurance applications: i) the layer mixture moigethe linear mixture model; iii) the conditional layer rture model,
associated with a sequence of thresholds. We examine thepé&styc tail behavior of each mixture model with respecttie t
maximum domain of attraction of the distributional compatse We show that the hazard rate function of the mixtureidigion
possesses some similarity in terms of mixing its componeheshazard rate function of a conditional layer mixtureréisition
is a simple mixture of the hazard rate functions of the distional components, and hence the conditional layer mexdistri-
bution can be easily obtained by mixing hazard rate funstiorhich is a unique property among all mixture models. Farrtie
generalize the conditional layer mixture model to the inéionditional layer mixture model which provides a poss#lution
to the threshold selection problem. A mixture distributadfrcontinuously varying distributional components can bmdeied by
the limiting distribution of the infinite conditional layenixture distribution and the resulting limiting distritom is differentiable
if each distributional component is differentiable. (Rs)irance applications and numerical illustrations are aevided.

#43: On forecasting daily stock volatility: the role of intraday -information and market conditions

PrESEN e . . . Ana-Maria Fuertes@Lancaster University, U
C0-aUINO S . . ot Marwan Izzeldin, Elena Kalotychou

Several recent studies advocate the use of nonparameiniaées's of daily price variability that exploit intradayformation. This
paper compares four such estimators, realised volatiblised range, realised power variation and realisedA@pwariation,

both by examining their distributional properties and bgkiag them from a forecast viewpoint when the object of iestris

the usual conditional variance. The forecast comparis@omsiucted in a GARCH-augmented framework and is based on a 7-
year sample of transaction prices for 14 stocks traded oiN¥feE. The forecast evaluation relies on several (a)syniomietss
functions. The realized range fares relatively well in thresample fit analysis, for instance, regarding the extentlgh it brings
normality in returns. However, overall the realised powariation provides the most accurate one-day-ahead fdseoasof-
sample. Forecast combination of all four intraday measpreduces the smallest forecast errors in about half of thepkal
stocks. A market conditions analysis reveals that the madit use of intraday data on day t to forecast volatility @y ¢+1 is
most advantageous when day t is a low volume or an up-markeflti@ results have implications for value-at-risk anaysi
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ES11 Room: B103 ROBUST METHODS FOR DATA ANALYSIS Chair: Mia Hubert

#13: Computing robust GMM estimators
PresSENter. . . Jan Kalina@Charles University in Prague, Czech Republic

The paper proposes an algorithm for computing the weighéeiglized method of moments (WGMM) estimator, which is a
robust analogy of the GMM estimator based on down-weigh#sg reliable observations. This estimator with a high kueean
point is an analogy of the least weighted squares estimedar fthe linear regression context. Further we study contiouiz
aspects of the instrumental weighted variables (IWV) estmavhich is a robust analogy of the instrumental varialzled a
special case of the WGMM estimator.

#34: Robust support vector machine classification
PrES Nl . o et Michiel Debruyne@Universiteit Antwerpen, Belgiu

The Support Vector Machine (SVM) is a binary classificatiogtinod with several interesting properties. First it hasatbiéity to
produce good predictions in high dimensions by approprigelarization. Secondly the computational complexitly alepends
on the number of inputs allowing for fast results irrespectf the dimensionality of the data. Finally SVM does notyombrk
for linear classification in an Euclidean space, but it caeXtended to a Reproducing Kernel Hilbert Space (RKHS). &tiice

it is observed that outliers can have a large impact on a S\&dgstfier. In this talk a practical proposal is made to imprine
robustness of SVM classification, at the same time retaitliegdast computation and the ability to work in an arbitratyHrS.
To this end the Stahel-Donoho outlyingness is used. It isvahtow to compute this outlyingness measure in a RKHS extendi
the original definition in a Euclidean space. A robust SVMasstructed by applying ordinary SVM to a fraction of inputshw
smallest outlyingness. A diagnostic plot is discussedaliging high dimensional data by plotting the Stahel-Damohtlyingness
versus the values of the SVM classifier. Illustrations amvigled for microarrays and spectral data.

#38: Robust online scale estimation in time series: a model-frepproach
PrEeSENter . . e Sarah Gelper@Katholieke Universiteit Leuven, Betgiu

This paper presents variance extraction procedures featiaie time series. The volatility of a times series is naneid allowing
for non-linearities, jumps and outliers in the level. Théatiity is measured using the height of triangles formectbypsecutive
observations of the time series. This idea was alreadyedifdr bivariate data and is extended to apply for onlineesestimation
in time series analysis. The statistical properties of tee@ methods are derived and infinite sample properties aengiA

financial and a medical application illustrate the use ofpteeedures.

#62: Robust estimation of parameters of a truncated bivariate nomal distribution

Presenter. ... ... M. Rosario div@ira@Instituto Superior Tecnico and CEMAT, Portugal
Co-aULNOrS: . o Anto Pacheco, Claudia Pascoal, Rui Valadas, Paulo Salvador

This work was motivated by the study of the dependencies dmiwnternet traffic characteristics, which is importantha
development of more realistic Internet traffic models oflagpions and services. An Internet flow is characterizedibgation,
size, and rate, with the rate being the ratio between sizelaration. For real data sets, physical constraints impppernbounds
on the durations and rates of measured flows. Assuming tedogarithm of the size and the logarithm of the duration heave
bivariate normal distribution, the samples can be regaedeealizations of a truncated bivariate normal distrdoutin a certain
domain. In this paper we present some theoretical resu@rdang the truncated bivariate normal distribution aslaslan
estimation procedure, which is adversely influenced byieymbservations. In addition, an estimation method basetbbust
moments is proposed since for real problems it is expectgdtltle distributional assumption only holds approximately

#101: A robust transformation to symmetry

Presenter. . ... Mia Hubert@Katholieke Universiteit Leuven, Belgium
C0-AULNONS . e e Stephan Van der Veeken

Several strategies can be followed in order to detect astlie skewed univariate data. The first approach assumestiaupar
lar parametric model, and estimates the parameters rgbdstlavoid this parametric assumption, we have recentlpgsed a
distribution-free method, which is based on a robust meastiskewness. We now present a new method by robustly transfo
ing the data to symmetry. To this end, we use a maximum trimiiketihood estimator. We show on real and simulated data
that we attain a high resistance to outliers. Moreover, bylgiaing this method with projection pursuit, also outligrskewed
multivariate data can be detected.
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ES14 Room: B013 COMPUTATIONAL STATISTICS IN LEARNING Chair: Cira Perna

#66: A majorization algorithm to linear support vector machines with different hinge errors

PresSeNnter. . tikegk Groenen@Erasmus University Rotterdam, Netherlands
Co-aUTNOrS . . o o Georgi Nalbantov, Cor Bioch

Support vector machines (SVM) are becoming increasingjyufar for the prediction of a binary dependent variable. SVM
perform very well with respect to competing techniques.e®fthe solution of an SVM is obtained by switching to the duial
this paper, we stick to the primal support vector machineM$groblem, study its effective aspects, and propose vaseif
convex loss functions such as the standard for SVM with tiselalbe hinge error as well as the quadratic hinge and the Hube
hinge errors. We present an iterative majorization algorithat minimizes each of the adaptations. We illustrate with an
example from the literature and do a comparison of diffeneethods on several empirical data sets.

#113: Regression subset selection with non-negative coefficient

[ (SYST =Y ] (=] Cristian Gatu@VTT Finland, Finthn
C0-aUINO S . o oo Erricos John Kontoghiorghe

The problem of subset selection of the linear regressioretnelere the regression coefficients are known to satisfymegativity
constraints is considered. An algorithm that derives thestrained solution by solving a number of unrestrictedtlegsares
subproblems is introduced. The method is based on a regneissie structure that generates all possible submodelks.mEin
computational tool is the QR factorization and its modifmat The adaptation of a branch-and-bound device that gruoe-
optimal subtrees while searching for the best submodelsasdescribed. Experimental results that show the efficatlyeonew
method are presented and analyzed.

#106: Partial logistic artificial neural networks for the flexible modelling of censored survival data

Presenter: . .o Elia Mario Biganzoli@Universita degli Studi di Milano, lta
C0-aULNOS:. .« ottt e Federico Ambrogi, Patrizia Boraicch

Linear and non-linear flexible regression analysis tealesg such as those based on splines and feed forward drtieieal
networks (FFANNSs), have been proposed for the analysis méared survival time data. Among survival functions, theane
has a biological interest for the study of the disease dyosnfstarting from generalized linear models (GLM) with Bois or
binomial errors and piecewise parametric or grouped timéawal models, their extension as FFANNS has been propasdiesying
for non-linear and non-proportional effects of covariafBsis led to Partial Logistic Artificial Neural Network (PLMN) discrete
time models and their extension to the competing risks freonke (PLANNCR). They can provide relevant indications oe th
underlying risk patterns, thus substantially contribgtia the individual risk profiling. According to standard ptiae, penalized
estimation was adopted to modulate model complexity. Stedil approaches for choosing the size of the weight desay,t
based on the expected test error, were proposed. NameNegetherk Information Criterion (NIC), the ICOMP criteriomd Non
Linear Cross Validation (NLCV). In further developmentsdrebselection was performed according to a Bayesian exiersi
using Genetic Algorithms. Aim of the work is to present thelation of PLANN modeling approaches, showing applicasiam
oncology studies.

#95: Multiple testing for variable selection in neural network models

L (SET= 1 =Y Cira Perna@University of Salernalylt
C0-AUENOT S . o ot Michele La Rocca

Artificial neural networks are widely accepted as a potdgtisseful way of modelling non linear relationships. Thsirccess is
due to the great flexibility and capability of providing a nebavhich fits any kind of data with an arbitrary degree of aeacyr A
crucial point, when using a neural network model, is the choif a proper topology which is basically related to the Bjpation
of the type and the number of the input variables. The aimisfttik is to present and discuss an input selection algoriihsed
on a multiple testing procedure. It uses a recent propodakmunder control the familywise error rate in order to evtbie data
snooping problem. Moreover, the procedure uses the sulisgrmghich gives consistent results under quite generalivegak as-
sumptions and allows to overcome the analytical and prdistibidifficulties related to the estimation of the samglutistribution
of the test statistics. Some results on simulated data dhatitte proposed testing procedure is an effective critddoselecting
a proper set of relevant inputs for the neural network model.

ES20 Room: GB1 COMPUTATIONAL STATISTICS IN LIFE SCIENCES Chair: Athanassios Kondylis

#89: Accounting for uncertainty around the incremental cost-efectiveness ratio adjusted by the quality of life

PreSENter . . e Carole Siani@University Claude Bernard Lyon 1, France
C0-aULNOIS . oot Christian de Peretti, GerarduDu

In cost-effectiveness analysis (CEA), one or more mediealtinent(s) are compared with a standard treatment on théotd/
basis of cost and medical effectiveness. The results arergignexpressed in terms of an incremental cost-effegégs ratio
(ICER) by decision-makers, or more recently in terms of, @GER adjusted by the quality of life (expressed as a cost pdrYQA
gained). The QALY is measured by the EuroQol, that is oftaarpolated. The purpose of this paper is to build a confidence
region around the adjusted ICER, accounting for the unicgytaoming from the EuroQol interpolation. We enlighteratlthe

ERCIM WG on Computing & Statisticg) 32



Friday 20.06.2008 14:00-16:00 CFEO8 and ERCIMO08 Para#iski®on G

EuroQol interpolation increases dramatically the un@etyaaround the adjusted ICER so that the conclusions areatiable.
The first step of the paper is to build a confidence region atdli@ adjusted ICER. Two approaches are proposed. Firstias a
Fieller's methodology to the adjusted ICER: we extend thassan case of Fieller's method to a more general case fouatiag
for the QALY. Second, we also propose parametric and nonpetrec bootstrap procedures, since a closed form solusiorof
necessarily available depending on the specification opthbability distribution of the QALY. The second step of thaper
is to include the EuroQol interpolation procedure in theotieéical procedure as well as in the bootstrap proceduraitd the
confidence region ICER. This permits to recompute the conéieeegion for the ICER and then to reassess the uncertdotyte
Carlo experiments are also carried out to assess the penficerof the various methods. Finaly, the methods are thdredpp
real data.

#118: A multiple random classifiers strategy for the ab initio core promoter recognition in Nicotiana tabacum

Presenter. . ... Floriarekin@Philip Morris International R&D (PMI), Switzerland
C0-AULNOTS . . ettt Nikolai Ivanov, Irfan Gurdu

Unbalanced classification tasks are common in real-lifdiequpns such as security breach, fraud detection and viattein
numeral recognition, as well as in bioinformatics. There ultiple problems encountered with large datasets anyhig-
balanced classes, including speed of computation, menmois] and high false positive rate for the smallest clasdtescting
many learning algorithms. The ab initio core promoter prédi in DNA sequences is one such problem. As promotersedaie r
tively rare in the genome, training sets contain many morepromoter DNA sequences (tens of thousands) than coregbieom
sequences (a few hundred). Combining undersampling anstihgcstrategy, a computationally efficient methodologglihe
with highly unbalanced binary classification problems hasrbdeveloped to adress the issues mentioned above. Thespdop
approach outperforms many classical supervised clag@ficanethods, such as linear discriminant analysis, AdaBanSVM,
one-class SVM, Naive Bayes classifier, and Random Foresim fine Tobacco Genome Initiative sequences, an ab initie cor
promoter prediction model was trained, leading to a g-perémce index of 0.86. The prediction of core promoter regioithe
whole Nicotiana tabacum genome was carried out: 569'655Wihdow frames were predicted from 800’402 contigs resglin
74'356 potential promoter regions.

#40: Modeling of infectious disease dynamics based on a simultamas use of multiple information inputs

Presenter: ... ... Dominik Heinzmann@University of Zurich, Switzerland
CO-AULNOTS . . Simon Ruegg, A.D. Barbour, Paul Torgerson

Epidemiological field data often contains information oa fresence of the parasite (e.g. determined by Polymerasia Rb-
action (PCR)) and of antibodies (e.g. determined by Immunorgscence Antibody Test (IFAT)). Incorporating thostedent
sources of information and testing if the additional infatian input improves the description of the infectious d&sedynamics
are two important concepts to obtain an appropriate ingightthe transmission process. A mathematical modelingagah is
presented which describes the transmission dynamics hytsimeously using antigen and antibody information ancctviaillows
to determine the statistical significance of incorporatimgtiple information sources. The approach features agiohlly mean-
ingful relationship to the underlying transmission praceStatistical comparison of the models using differemtgl&/multiple)
information sources is done by likelihood-ratio tests vehidie empirical distribution function of the test statistis computed by
Monte-Carlo simulations. The usefulness of this compaiteti procedure is shown under violation of standard MLE iaggions
(e.g. if there is a non-nested model structure). The demetitt of the usefulness of the presented computationaloagp is
based on serological data of domestic horses from a studyoing®lia and consists of PCR and IFAT measurements for two
protozoa.

#58: Finding profiles in microarray time-course experiments with replicates.

Presenter................oiiiiii.... Itziar Irigoien@Euskatkiko Unibertsitatea - University of Basque Country, $pai
Co-aUINO S . oot Sergi Vives, Concepcion Arena

Time-course studies with microarray techniques and exparial replicates provide enormous potential for exptptive mecha-
nisms underlying biological phenomena. However, the laagjeme of gene expression data generated by such studies, &lth

the difficulties introduced by experimental replicatione a challenge to data analysis. The aim of this work is to findters

of genes with similar expression pattern, and to detectgeiith differences between its replicates. So, a new distéunmction
and a new approach are developed. Our approach presentdltimérfg steps: 1) Filter out not expressed genes. 2) Sepan@
groups of genes: those showing differences between réggdi¢group 1) and those without significant differences betwthem
(group 2). 3) Concerning genes in group 1, a new distancebmatdefined. A cluster procedure and a rule which determines
the total number of clusters are proposed. Finally, theethffit types of clusters profiles are identified. 4) Concergienes in
group 2, the procedure detects where the differences betrepéicates lie and determines whether the gene’s expregsofile

is similar to one of those identified in the previous clustgnprocess or, it defines a new profile.

#112: Adaptive preconditioning of Krylov subspaces and PLS regrssion

PrES N e . . . Athanassios Kondylis@PMI R&D, Switzerland
(@0 T 111 T Joe Whitteke

Modern statistical practice often requires analyzing deta with a large number of highly correlated variablessThicommon
in life science applications and especially in chemometaitd in environmetrics. In such cases, near collinearilgtes variance
of the estimated coefficients while overfitting may lead todels with low predictive power on new observations. Pattedst
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Squares (PLS) regression is a regularization regressitimoth¢hat retains a few orthogonal derived components imgfeession
problem instead of the numerous interrelated originalakdeis. We propose a modification of PLS regression whichtaehp
shrinks the smaller regression coefficients towards zehe. cbefficient vector is shrunk within the framework of a Knykpace
approximation. The method is carried out by preconditigrifire gradients by a diagonal matrix whose elements reflecttative
importance of the predictors. The objective is to reducediheension of the regression problem and to recover solsitanich
are relatively easy to interpret, without losing the gooedictive performance of PLS.

CS10 Room: EO03 BAYESIAN ANALYSIS OF LATENT VARIABLE AND VOLATILITY MODELS Chair: Yasuhiro Omori

#26: Tobit model with covariate dependent threshold

PrE SN . . . Koji Miyawaki@University of Tokyo, Japan
C0-AUENOT S . . o ottt e Yasuhiro Orinor

This article discusses a Bayesian analysis of the Tobit hvaldere the deterministic threshold is allowed to dependhdividuals’
characteristics. In this model, the parameters are sutpe$s many inequality constraints as the number of obsengtiand

the maximum likelihood estimation which requires the nugemaximisation of the likelihood is difficult to be impleanted.
Using a Bayesian approach, we construct a simple and effi@#bs sampler algorithm. The convergence of the sampler is
accelerated by introducing an additional scale transfaomatep to the original Gibbs sampler. We illustrate owgedure using
the simulated data and then analyze the popular hourly waigeod married women. Our proposed model is also extendatdor
friction model and is applied to Japanese call money-redés. d

#27: Electric demand forecasting by bayesian spatial autoregissive seasonal ARMA (p,q) model

o (SET= 1 =Y Kazuhiko Kakamu@ Chiba University, Japan
CO-aUINONS: . . .t Yoshihiro Ohtsuka, Takashi Oga

This paper examines the regional electric demand and thiekipéeraction among the regions from a Bayesian pointiefw To

take features of regional electric demand in Japan intowatcave propose a spatial autoregressive seasonal ARMAfmdel

and construct the strategy of Markov chain Monte Carlo (MQM@&thods to estimate the parameters of the model. We found
that there exists seasonality and that the spatial inieraptayed an important role.

#46: Bayesian analysis of spatial stochastic frontier models

o (SET= 1 =Y Hideo Kozumi@Kobe University, Japan
C0-aUINOrS . . o o Koji Miyawaki, Kazuiko Kakamu

This paper considers stochastic frontier models for paatd &tom a Bayesian point of view. We propose a stochastittin
model that incorporates spatial effects. We also develfigiezit Markov chain Monte Carlo methods based on the reeeissi
truncated multivariate normal distribution. The methodsapplied to a real data set.

#50: Multivariate stochastic volatility models with dynamic correlations: a Monte Carlo patrticle filtering approach

PreSENter. . jiH@e Wago@Economic and Social Research Institute, Japan
C0-aUINO S . . .o Koiti Yano, Seisho &at

This paper proposes Multivariate Stochastic Volatilitydats with Dynamic Correlations (MSVDC) based on the Montel&Ca
particle filter and a self-organizing state space model. UnMSVDC, we estimate dynamic correlations of system ereors
measurement errors. In empirical analysis, we estimatgrtievarying interaction of credit risk (credit defaultap) and market
risk (stock price index) using MSVDC. We conclude the catiehs of returns and volatilities become higher in finahcieses.
Our findings indicate that it is inadequate to estimate tteraction of credit and market risks based on invariantrpatars.

#157: Bias corrected realized volatility with dependent microstucture noise
IS N . L e Kosuke Oya@Osaka University, Japan

Realized volatility is the standard estimator for the inétgd volatility of diffusion process using high frequerfyancial data.
However, it is well-know that RV deteriorates as the returteival becomes very short. Market microstructure effeotsh as
bid-ask bounce causes the deterioration in RV. Althoughetlage several estimators suitable for the high frequenty clan-
taminated by microstructure noise which is not seriallyatefent, they suffer from non-negligible effect by serialgpendent
noise. In this paper, we propose two estimators for the iated volatility when the microstructure noise is serialgpendent.
The proposed estimators utilize the auto-covariance agignof microstructure noise. One is naive method that stsef the
estimates of auto-covariances. The other is based on thp)&Rproximation. Once the auto-covariances of the miarosire
noise are given, it is possible to estimate the AR model oéiopdhat approximates the noise process. The estimatonsircated
using the auto-covarainces through the AR model. Both naistican handle the un-evenly sampled high frequency data.
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CS19 Room: B217 COMPUTATIONAL ECONOMETRICS- 1 Chair: Peter Wechselberger

#147: Sparse and stable Markowitz portfolios

Presenter: ... ... Christine De Mol@Universite Libre de Bruxelles, Belgium
Co-authors: . ... .o Joshuadeg Ingrid Daubechies, Domenico Giannone, Ignace Loris

The Markowitz mean-variance optimizing framework has sdras the basis for modern portfolio theory for more than 0s/e
However, efforts to translate this theoretical foundatitn a viable portfolio construction algorithm have beeaguled by tech-
nical difficulties stemming from the instability of the omgl optimization problem with respect to the availableadaive refor-
mulate the problem as a constrained least-squares regrgssiblem and we propose to add to this quadratic objeativetion a
penalty proportional to the sum of the absolute values optitolio weights (L1-type penalty). This penalty not omggularizes
(stabilizes) the optimization problem, but also encousagparse portfolios, namely portfolios with only few actpasitions cor-
responding to the non-zero weights. Moreover, the penalsyahnatural interpretation in terms of transaction cosisiwére thus
controlled in a transparent way. We implement this methaglplon several benchmark portfolio datasets. Using only desib
amount of training data, we construct portfolios whose @utample performance, as measured by Sharpe ratio, isstemisy
and significantly better than that of the naive portfolio @uising equal investments in each available asset anditdirgy, as
shown in recent literature, a very tough benchmark for pbdfconstruction.

#168: On-line state and parameter estimation of Cox process.

PreSEN el . e Miguel A.G. Belmonte@University of Warwick, UK
Co-aUINOIS: . .ot Omiros Papaspiliopoulos, Michaét Pi

We consider inference for Cox processes in time where teaditly is a parametrised function of an unobserved diffupiocess.
We design a particle filter for on-line estimation of the mgity function. We apply the smooth particle filter methagpl to
obtain maximum likelihood estimates of unknown paramedéthe diffusion. The filter relies on time discretisationarder to
approximate the conditional density of data given the digitée illustrate the performance of the algorithm with dioatdata.
On-line estimated distribution functions are used to asesvalidity of the Cox process as a continuous time moatdirfancial
durations. Furthermore, we benchmark our results agdinsetyielded by traditional discrete time econometrics efsd

#144: The efficient frontier as a stochastic phenomenon
PreS Nl . . W@ng Rinnergschwentner@University of Innsbruck, Aastri

The efficient frontier by Markowitz is based on two stochastimponents: the vector of returns and the variance covaianatrix
of the relevant assets. In the literature the impact of ttienasion error of the variance covariance matrix on the efficfrontier
has still been neglected. The following study attempts talya® the consequences of the randomness of variance aovari
matrices for practical issues. The computation of the wmagacovariance matrices is based on various theoreticaibditons
and on a Monte Carlo simulation. The necessary assumptienshacked for validity. Computation of the efficient frars is
based on the Markowitz algorithm. The confidence intervatb® efficient frontier are determined with the help of siatidns.
These simulations are based on the Wishart distributi@ntrmal distribution and on computations with rolling wimgs. The
portfolio risk can be clearly underestimated if theordtdiatributions are used for variance covariance matriBestfolio weights
of the risk/return combinations at the boundaries of thdidence interval have a very large range when the computetibased
on rolling windows. The portfolio based on the efficient fiienis not necessarily efficient anymore.

#189: Visual recurrence analysis of simulated foreign exchangeate with encryption scheme for color images
Presenter: . ... ... Ladislavkas@University of West Bohemia in Pilsen, Czech Republic

This paper presents both the analytic formulation of FX ratalels which are used for time series simulation and theinali
recurrence analysis based upon technique of recurrenteeitended with encryption scheme. First, various dynanoidinear
models based upon market clearing conditions applied todtXare presented. The presented simulated FX rate tines sed
focused upon various central bank strategies, which atieduanalysed by visual recurrence techniques. Recurpdatseare the
2-D representations of such time series, which contairouarpatterns corresponding the central strategies mad&ederally,
produced images are submitted for further qualitative @ngdiantitative analysis. In order to facilitate transfésoch images
over untrusted channels various image encryption schemasad. The paper also discusses a recent cost-effectingan

scheme, which performs altering both the spectral cofoglaamong pixel color components and the spatial correiabiothe

neighboring color vectors of the original image.

#59: Random scaling of nonlinear functions

PreSENter . . e Peter Wechselberger@University of Innsbruck, Aastr
C0-aULNOIS: oottt Stefan Lang, Winfried Stsin

We present Bayesian inference based on Markov Chain Momrte Q(4CMC) techniques to estimate multiplicative effects o
the form g(z)*f(x). The second function is a nonlinear fuiantof covariate x. The first function can represent a randéiecg
thus modifying the influence of x, where the random effect hayspatially correlated. Alternatively, g(z) can be a roedir
function of the covariate z, giving an alternative to usuaface estimators. The methodology may be embedded in aajene
regression framework with structured additive predict@ur work is motivated by the situation of a retailer plannagrice
reduction. Relating sales to the price of the product as agetb the price of competitive products, a price-responsetion can
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be estimated. Monotonicity constraints can be imposed aotlte own price is inversely related and the prices of coitiyeet
products are directly related to the number of sold itemshderved heterogeneity is taken into account by allowiegéisponse
function to vary between different outlets. A second atlan is rent data. The influence of continuous covariatas (@rea,
date of construction) is likely to be of nonlinear form. Thieeagth of the influence though can vary across districts.

CS20 Room: AUM ECONOMETRIC METHODS AND APPLICATIONS FOR FINANCIAL TIME SERES  Chair: Giampiero Gallo

#63: Measuring and modeling tick-by-tick stock-bond realized caorelation

Presenter: . ... e Fulvio Corsi@University of Lugano, Switzerth
C0-aULNOIS: oot e Francesco Andri

We first introduce tick-by-tick covariance estimators addo the case of rounding in the price time stamps to a freguewer
than the typical arrival rate of tick prices. We investigateough Monte Carlo simulations, the behavior of suchnestors under
realistic market microstructure conditions analogoushtisé of the financial data studied in the empirical sectibat is, non-
synchronous trading, general ARMA structure for microstiuoe noise, and true lead-lag cross-covariance. Sinoualagsults
show the robustness of the proposed tick-by-tick covagastimators to time stamps rounding, and their overalbperdnce su-
perior to competing covariance estimators under emplyicaalistic microstructure conditions. We then proposeea-structured
heterogeneous autoregressive (Tree-HAR) process as &samg parsimonious model for the estimation and prediaidick-
by-tick realized correlations. The model can account féfedgnt time and other relevant predictors’ dependentmegshifts in
the conditional mean dynamics of the realized correlat@ies. Testing the model on S&P 500 and 30-year treasury fabaes
realized correlations, we provide empirical evidence thatTree-HAR model reaches a good compromise between sitgpli
and flexibility, and yields accurate single- and multi-steg-of-sample forecasts which compare favorably to thdseioned from
other standard approaches.

#201: The analysis of multivariate returns via asymmetric archimedean copulae

PreSEN el . o Giovanni De Luca@University of Naples Parthenope, Italy
Co-aUtNOrS . . . e Giorgia Rivieccio, Paola Zucctdot

Financial asset returns are characterized by a complexf setadionships, so that a multivariate approach is geheedile to
significantly improve the analysis. Nevertheless, a grgwinmber of jointly modelled variables produces an incregagormal
and computational complexity, which rapidly becomes harthanage. For this reason a preliminary variable selecsi@nucial
in this context. Given P assets, we could desire to choose dissets having the lowest negative tail dependences wéfiei@ence
asset. The choice can be made by means of a data mining taehalgle to select the most important predictors in a claasidin
problem, using tree-based learning ensembles. In a g&tatiperspective, the multivariate analysis of financiaeaseturns have
suffered from the (ab)use of the hypothesis of Gaussia@ibpula functions have become a significant quantitativeliecause
of their aptitude to analyse, separately, the behavioun®itarginal distribution and the specification of the whaee&hdence
structure. The most popular copula families are the Etdligitand the Archimedean. However, in the most prominenpdil
copulae, the Gaussian and the t-copula, the dependencelowter and upper tail of the joint distribution is, respeely, absent or
symmetric. Archimedean copulae do have the advantageovfiaty possibly different lower and upper tail dependenceweler,
in the multivariate case, they have the undesirable exaability property, implying the same tail dependence betwamny pair of
the analysed variables. An asymmetric multivariate Aradeean copula function, constructed by a hierarchical stracallows
to overcome this drawback. After coupling the variabledwlie strongest degree of dependence through a copuladonttis is
joined with another variable and so on, in a continuous E®cé assembling. A case study is presented with geogrdphial
equity indices.

#139: Model and distribution uncertainty in multivariate GARCH es timation

e (STST = 1 =Y Eduardo Rossi@University of Pavialylta
C0-AULNOT S . .ot Filippo Spamz

The literature on multivariate GARCH models shows that théss of multivariate volatility models is able to accomratad
dynamic correlations although with the disadvantage, wthemumber of series considered is large, that the paraizeions

suffer from having too many parameters. In general, theact®on between model parametrization of the second condit

moment and the conditional density of asset returns adaptbe estimation determines the fitting of such models tal§reamic

correlations. This paper tries to evaluate and identifyiest compromise between a flexible correlation specifioatiod a
probability distribution capable to model the tail behavaobthe data more adequately than the Normal. The purposesisiuate,
by means of Monte Carlo simulations, the impact of the joiigtgpecification of the conditional covariance processepsesented
by some popular multivariate GARCH models, and of the I&gHhood used in the estimation on the prediction perforceaand

portfolio optimization procedures.

#241: Parametric and nonparametric methods for clustering of financial time series

Presenter: ... Jorge Caiado@ESRi/technic Institute of Setubal and CEMAPRE, Portugal
C0-AULNOT S . . o ottt Nuno Grat

The identification of similarities or dissimilarities in &incial time series has become an important research arewmircé and
empirical economics. In stock markets, the examination edmand variance correlations between asset returns casehd u
for portfolio diversification and risk management purposAsfundamental problem in cluster analysis of financial tisegies
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is the choice of a relevant metric. Some authors used thes&eaprrelation coefficient as similarity measure of a pastock

returns. Although this metric can be useful to ascertairsthecture of stock returns movements, it does not take ictount the
stochastic dependence of the processes and cannot be usedfmarison and grouping stocks with unequal lengths. dieioto

capture the correlation structure and the spectral behafitbe time series, we may use measures of distance baskd earhple
autocorrelations and the periodogram ordinates of thengtand volatilities. We know that autocorrelation and $pémethods
can work very well for comparing time series. In order to captthe conditional variance or volatility of the processes may
use measures of distance based on the autoregressivei@oaltitheteroskedastic (ARCH) model estimates and iteresibns.
In this paper, we provide a comparison of different distalbbased methods for clustering of financial time series. dngj on the
recent literature of international equity market linkages use stochastic nonparametric and parametric appreoteh®/estigate
the similarities and dissimilarities between countriesatdDused in this study are daily stock markets returns andlwead

monthly realized volatility based on daily data for 15 of thajor international stock markets. In order to summariz laatter
interpret the results, we suggest using a multidimensiscaing map to explore the existence of clusters.

CS21 Room: ALG TIME SERIES COMPONENTS AND VOLATILITY Chair: D. Stephen G. Pollock

#64: The relationship between ARIMA-GARCH and unobserved comporent models with GARCH disturbances

PrES BN el . . Esther Ruiz@Universidad Carlos I, Bpa
C0-AULNONS . o o Antoni Espasa, Santiago Peliegri

It is well known that time series with stochastic trends camdpresented by ARIMA models which are characterized byngav
a unique disturbance and, consequently are simple. Alieefg unobserved component models define specific diahas in
each component. This paper analyzes the consequencesngf ARIMA-GARCH models to series generated by conditiopall
heteroscedastic unobserved component models which aiéiwgliishing which components are heteroscedastichErntore, if
an ARIMA-GARCH model is fitted to a conditionally heterosestic unobserved component series, it could hide the saunde
level of uncertainty and in some cases could lead to wrorgjbct heteroscedasticity. Another objective of this papéo study
the forecasting performance of unobserved component medtl heteroscedastic errors and ARIMA-GARCH models. Wansh
that in the former case, depending on whether the heterastieitly affects the short or the long-run noise, the prastidntervals
could be different. However, the ARIMA-GARCH model is noti@lo distinguish whether the heteroscedasticity appeattse
transitory or the permanent component. Therefore, theigited intervals could be inaccurate in the sense that th@ierage
differs from the nominal.

#81: Nonlinear transformation in MEM-GARCH for robust volatility forecasting
PreSeNter: . . Kai Lam@Chinese University of Hong Kong, Hong Kong

Conventional GARCH models rely on a historical record ofydegturns for predicting the conditional variance of a tiseies.
Using intra-daily information embedded in high-frequeneplized variance, more precise prediction of the votgtidian be
performed. However, the direct usage of realized variasce r@on-negative input variant in MEM (Multiplicative Erribtodel)
may substantially undermine the precision, apparentlytduggh sensitivity in estimating the underlying GARCH paieters.
The idea of using volatility proxies and loss functions fobust comparison has recently received much attention. t\iy s
the problem of using realized variance at different freqies for such proxies, and consider the merits of a class oMME
based conditioned variance forecasts using input variamet by nonlinear transformation of realized varianoso Particular
nonlinear transformations, the square root and logarittam give less accentuated input variant range and thuseeiyrmificantly
the sensitivity of the estimated GARCH parameters. Theipted conditioned variance can then be readily obtainecdbfppming
inverse transformation of squaring and exponentiatiospeetively. Empirical results using the IBM data set fror®3.% 2003
showed that such MEM-based forecasts can give much impreneover RiskMetrics and 60-day rolling window, as demaatstt
by MZ (Mincer-Zarnowitz) regression and DMW (Diebold-Manio-West) test over different loss functions and volgtpitoxies.
Increased sampling in realized variance was also foundrttibate to improved prediction, as verified by a comparisbhlEM-
based forecasts at 65 minutes and 15 minutes interval.

#171: Estimating and forecasting yield curve using partial information Kalman filter and DSGE
PreSENter . . e George Perendia@London Metropolitan University, UK

In recent articles, few authors extend standard BayesiaMB@OSGE model with bond yield term structures and show soperi
ity of DSGE implementation over structural model implenaitins in both, estimating and forecasting the economiarpaters,
yields and yields’ spreads. The authors proposed moreaigamodel of macro-economy which allows for more rigorousi-
tion of rational expectations of the term structure in DSG&deis using the estimated macro-finance model extendedyieith
model midst arbitrage free RE restrictions. However, médDSGE solutions assume incorrectly that micro-economienis
have full information of the current and previous statesami®my when forming rational expectations. In this researe apply
and show advantages of the recent implementation and éxteofPartial Information Kalman filter which corrects thiecae
incorrect assumption and enables a large number of ayxifiarsy information to augment estimation and forecastifigacroe-
conomic parameters, variables and term structures witliGb and Kalman filter based state space models and amid &cperf
information conditions.
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#65: The realisation of finite-sample frequency-selective filtes
o (STST=T 1 =Y Stephen Pollock@University of LeicestelK U

This paper shows how a frequency-selective filter that idiegdpe to short trended data sequences can be implemeraet v
frequency-domain approach. A filtered sequence can benglatdiy multiplying the Fourier ordinates of the data by thdirates
of the frequency response of the filter and by applying thersw Fourier transform to carry the product back into the tilmmain.
Using this technique, it is possible, within the constraiof a finite sample, to design an ideal frequency-selectiws that will
preserve all elements within a specified range of frequeraniel that will remove all elements outside it. Approximasi¢o ideal
filters that are implemented in the time domain are commoa$el on truncated versions of the infinite sequences of cieettfs
derived from the Fourier transforms of rectangular fregqyaesponse functions. An alternative to truncating an itgfisequence
of coefficients is to wrap it around a circle of a circumferemgual in length to the data sequence and to add the ovedgifg
ficients. The coefficients of the wrapped filter can also baiokd by applying a discrete Fourier transform to a set ohatds
sampled from the frequency response function. Applyingctiefficients to the data via circular convolution produesuits that
are identical to those obtained by a multiplication in tregjiirency domain, which represents a more efficient approach.

CS29 Room: B104 DYNAMICS OF FINANCIAL MARKETS Chair: Maral Kichian

#97: An empirical investigation of static and time-varying long-range dependence in futures returns

PrES BN e . . . Jian Dollery@University of Essex U
C0-AULNONS . L o oo Jerry Coakley, Neil Ketla

This paper re-examines futures returns for evidence ofigierse behaviour by utilizing a new semi-parametric wetvbhsed
estimator. This is superior to the popular GPH estimatorhenkasis of mean squared error. Furthermore, to investtbate
assertion of whether long-range dependence is time-\v@ryia propose the calculation of the wavelet OLS using timedatvs.
The empirical results suggest the presence of fractiotedjiation in the majority of commodity futures returns esriThey also
provide overwhelming evidence of time-varying long-ramggendence in futures returns. This illustrates that tfieiexicy of
the futures market seems to evolve over time.

#209: Does East affect West? A dynamic spillover analysis betweébhinese and US futures markets

IS Nl e Dong Wang@University of Essex, UK
C0-aAULNON S .t e Neil Kaitl

This paper investigates spillover effects in mean and mageof returns between developing Chinese futures marketshee
corresponding US markets. Using a novel dataset over tlire ¢ife span of Chinese futures markets (1993-2007), thzoitant
global commodities of soybeans and copper are analyzed plogimg an Asymmetric Dynamic Conditional Correlation (8Q)
framework. Our preliminary results are striking. For imste, although the US price is the commonly thought as thedworl
reference price for soybeans, our new results show that Hiee€e soybean market influence on its US counterpart became
significantly stronger after new regulatory controls weredduced in the late 1990s. Additionally, one of the unifeegtures

of Chinese futures markets is the reliance on time-depdndargins. Interestingly, we find that for both copper andbsan
markets, Chinese influence on US markets is diminished ihitffemargin regime. Overall, our results indicate that #lewvance

of information flow between futures markets can be signitigaaffected by both regulatory policy and margin rules.

#131: Nonlinear spot interest rates and bond prices: an empiricabktudy

Presenter. ... . iBtYing Hsiao@University of Technology Sydney, Australia
C0-aUINO S . . o oo e Carl Chikae

In this paper we employ the Shoji moment approximation methccalculate continuous-time no-arbitrage bond pricegtan
nonlinear spot interest rate models and benchmark its exffigi against some known solutions in the affine/quadragisscl We
then use the Shoji approximation method to develop maxiniksliiood estimators, based on bond prices as the obsewyabl
interest rate models having quite general functional fofonghe drift and diffusion coefficients and also for markeitp(s) of

risk. We show that this approach is more efficient than th@seth on Monte Carlo simulation methods. We test the method on
some specific nonlinear interest models using US, EU andréliest data.

#38: The effectiveness of prepayment penalty ban in Turkey
PrES N e . . oo Orhan Erdem@]Istanbul Bilgi University, Tuyke

This paper values the prepayment option under two typesegfgyment penalties, namely a fixed rate penalty and a yield-ma
tenance penalty. We use the bivariate binomial option pgitechnique. Different from their modeling, we add tratiseccosts
for both prepayment and default events, and treat prepaypesalty as prepayment reducing transaction cost. We fatsthe
prepayment as a call option, and calibrate its price undeows prepayment penalties. The legal prepayment penpfigruban
in Turkey which is 2% is our main comparison point. Since ¢hisrnot much mortgage history and data, an empirical testing
historical data is impossible. That is why we make caliloratinalysis and discover the consequences of differentiypenalties
on prepayment risk. The contribution of this paper is pobcgnted: we try to evaluate the effect of prepayment pgraitthe
prepayment option in bivariate binomial option pricing hagism. This evaluation is done for a specific country, ngrmatkey.
The legal prepayment penalty upper ban 2percent in Turkemsevery ineffective when we look at the value of the prepayme
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option. Thus this study may serve as a guide which shows talamsts of prepayment penalties in Turkey, and propasesd
a yield maintenance penalty in order not to cause too mudelouio the system.

#126: Fundamental and speculative factors behind the energy prie
PreSEN el . . Eric Tham@Standard Chartered Bank, Singapore

In recent years, crude oil price has risen significantly. sTige is explained using a state space regression modetimi¢h
varying beta coefficients. The model uses as explanatoighlas - fundamentals, refinery utilization, speculativyibg and
market contango/ backwardation condition with the depehdariable as the Nymex WTI price. The beta coefficients desta
variables are modeled as either auto-regressive AR(1)nolora walk processes and reflects the changing sensitivitiyeobil
price to market conditions over the years. The speculatinjgniy is proxied by the non commercial long open interesoresul
weekly by the CFTC. Crude fundamentals are representedshyatys of stock cover from crude oil stocks divided by the pobsl
supplied. Refinery utilization is the total crude amount ti@es into the refineries. State space model results shdveriide
price has become more sensitive to speculative buying tinasieimentals pressure. This comes about despite a tightehthe
supply/ demand situation. The sensitivity to refining imtékalso more muted compared to other factor. This tends tydieal
reflective of seasonal refinery maintenance. The price thatysio the backwardation of the futures curve has bees than
other factors, indicating diminishing importance of th# aver traditionally employed by funds. Importantly, thendamentals
also do not granger cause speculative buying. The oppasitgatity is more significant statistically although theseffis still
muted. This implies that it is the funds as an exogenousfélctd are driving up prices. Though speculative buying hgzoved
the fundamentals situation, other factors are more sigmifi; increasing production, for example supply constsaéimd OPEC
guota.
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ESO1 Room: B103 ROBUSTNESS IN THEORY AND PRACTICE Chair: Peter Filzmoser

#4. Applications of robust statistics in operational risk measirement
PrES Nl . o e Sonja Huber@University of Innsbruck, Aisstr

The quality of operational risk data sets suffers from miggr contaminated data points. This may lead to implausibégac-
teristics of the estimates. Especially outliers can makedeater’s task difficult and can result in arbitrarily largepital charges
which are required by regulation authorities. Current madthin Operational Risk Measurement involve hardly anyragres
different to Maximum Likelihood estimation which can be taeding and unreliable. The concepts of robust statistiesised to
identify and overcome the main pitfalls of the Maximum Likelod estimator in the typical Operational Risk severistibutions
such as Generalized Pareto Distribution and Lognormalibigton.

#5: Rank tests in linear models with measurement errors

PrES Nl . . e ndalureckova@Charles University in Prague, Czech Republic
C0-AULNOTS . L o et Jan Picek, A.K.Md. Ehsanes Saleh

The rank and regression rank score tests of linear hypathrelie linear regression model can be modified for some measunt
error models in such a way that the modified tests are stillidigion free, there is only some loss of efficiency. Undans types
of errors we even do not need to estimate the nuisance paam@&he loss in the asymptotic relative efficiency of théstasth

respect to tests in models without errors is evaluated. Bhepof the modified tests is illustrated on simulated data.

#36: An algorithm for LARS and LASSO based on S-estimators

PresSeNter. . . laGdio Agostinelli@”Ca Foscari” University of Venice, lya
C0-AULNOTS . . ottt e Matias Salibian Baare

Several methods for model selection based on penalizedntardof well known criteria have been recently discussedn t
literature. These include the LASSO and the LARS methods. ITASSO approach minimizes the sum of residual squares, with
a bound on the L1-norm of the regression coefficients. Itletee to soft-thresholding of wavelet coefficients, fordiatage-wise
regression, and boosting methods. The LARS is a less gremdjon of traditional forward selection methods which ctoa

be efficiently computed. A simple algorithm is available tudfithe complete path of solutions of LARS. Furthermore, glm
modification of this algorithm finds all solutions of LASSO adunction of the L1-constraint. We introduce robust versiof

the LARS and LASSO procedures based on S-estimators foegsign. In particular, we describe an algorithm to complue t
solutions of this robust LARS, and show that a modificatioiit @lso allows us to compute the solutions of the robust LASSO
These algorithms are computationally efficient and suitaven when the number of variables exceeds the sample sith. B
theoretical results and applications to real datasetseparted.

#16: Tools for local multivariate outlier detection

PrES e . Peter Filzmoser@Vienna University of Technology, Austri
C0-aULNOTS . . o ot Anne Ruiz-Gazen, Christine Thomas

Various outlier detection methods for multivariate data available. Most of them are based on a robust estimatidmedffaha-
lanobis distance. Here we consider the case that spatiedicates are available for the observations. As a measuwiendfrity

between the observations we consider the pairwise Mahaigudstances. The theoretical distribution is derived tue result is
used for evaluating the degree of isolation of each obsernaDifferent exploratory tools are introduced for stuatyithe isolat-
edness of an observation from a fraction of its neighbord tans local multivariate outliers can be identified.

ESO5 Room: B104 SMALL AREA ESTIMATION Chair: Domingo Morales

#18: An unit level model with fixed or random domain effects in smal area estimation problems

PrESENtE . . . .t Tomas Hobza@CVUT FJFI, Czech Republic
Co-authors:. . ... Moaitsat Herrador, Maria Dolores Esteban, Domingo Morales

We introduce a nested regression model having both fixed@mdbm effects to estimate linear parameters of small arEzes.
model is applicable to data having a proportion of domainsrelthe variable of interest cannot be described by a stdtidaar
mixed model. Algorithms and formulas to fit the model, to cédte EBLUP and to estimate mean squared errors are degcribe
To illustrate the gain of precision obtained by using theppseed model a Monte Carlo simulation experiment is presente
motivating application to Spanish Labour Force Survey dagdso given.

#79: Spline smoothing in small area estimation

PresSeNnter. . . Maria Dolores Ugarte@Puplic University of Navarra, Spain
C0-aUTNONS: . o e Tomas Goicoa, Ana F. Militino

Small area estimation techniques have experienced a quitition in the last few years motivated by the necessityretjse
information for small domains. Different models have beemstigated to build new model-based estimators and i&se@rhave
come across new problems related to the estimation of the. NIB& main objective of this work is to predict future valuéso
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response variable within small areas. A semiparametricaiisgroposed combining a non-parametric time trend anceaisp
random effect for each region. Penalized splines and tepiesentation as a mixed effect model are used. The MSEatetim
of the predictor of both observed data and future obsemsi®also derived. This estimator takes account of the taiogy due
to the estimation of the variance components and the véitjabf the particular observations. The procedure is tated with a
real data set consisting of dwelling average prices (pesisglimeter) for nine neighborhoods in the city of VitoriaaBp in the
period 1993-2007. Predictions of the evolution of dwellavgrage prices (per square meter) for the next five yearsravepd
together with their mean squared prediction errors.

#115: Bootstrap estimation of the mean squared error under a Spatl Fay-Herriot model

Presenter. . ... Isabel Molina@Universidad Carlos 11l de Madrid, Spain
C0-aULNO S, . .ot Nicola Salvati, Monica Psite

This work deals with small area estimation under a Fay-ldemodel with random area effects following a Simultanepusl
Autoregressive (SAR) process. Under this model, paramatrdl nonparametric bootstrap procedures are proposestiimaging
the mean squared error of the Spatial EBLUP. A simulatiodystiased on real data from the Italian Agricultural Censu3020
compares the bootstrap estimators with some alternataigtaoal estimators and studies the robustness of all tassmators to
non-normality. Results show a better bias performanceehtnparametric bootstrap when data come from a skew distib
(Gumbel) or from a distribution with heavy tails (Studentitwé degrees of freedom). Results also suggest that, urnderatity,
this bootstrap method is comparable to the analytical esémand the parametric bootstrap.

#116: Borrowing strength over space in small area estimation usig M-quantile geographically weighted models

IS . . . e Nikos Tzavidis@University of Manchester, UK
C0-AUINO S . . ittt e e Nicola Satlv

One popular approach to small area estimation when datgatmlyy correlated is to employ Simultaneous AutoregrkesRe-
gression (SAR) random effects models to define an extensitretEmpirical Best Linear Unbiased Predictor (EBLUP) nigme
the Spatial EBLUP. SAR models allow for spatial correlatinrthe error structure. An alternative approach for incoagiog

the spatial information in the regression model is via Gapfgically Weighted Regression (GWR). GWR extends the tiatiti
regression model by allowing local rather than global pat&ns to be estimated. We investigate the use of GWR in srel ar
estimation based on the M-quantile modeling approach. ingdeo we first propose an extension to conventional GWR namely
M-quantile GWR. This is a local, outlier robust, model for tlequantiles of the conditional distribution of the outconaiable
given the covariates. This model is then utilized for defingnpredictor of the small area characteristic of interest fitcounts
for the spatial structure in the data. An important spinfadfn this approach is efficient synthetic estimation for ofisample
areas. Mean squared estimation for the M-quantile GWR smedl parameters is presented. We demonstrate the usefofness
this framework through model and design-based simulatidhs effect of different types of geo-referenced informatmn small
area estimation is assessed using environmental and easorvey data that contain different levels of geographdesail.

ES13 Room: B013 MIXTURE MODELS AND CLUSTERING Chair: Christian Hennig

#42: From clustering to mixture models.

PreSENter . . Agustin Mayo-Iscar@Universidad de Valladolid, Spai
CO-aULNOIS . . Juan A. Cuesta-Albertos, Carlos Matran-Bea

Often clustering techniques are based on the methods ofasin in mixture models. Recently we have introduced a oukitogy
based justin the opposite point of view through a two-stéip@dion procedure. First we resort to a clustering methioelfrimmed
k-means with a high trimming level, to achieve the centrat pathe multivariate Normal distributions that compose thixture.
Then we use Maximum Likelihood Estimation based on the momated data to estimate the parameters in the mixture. The
resulting estimator is consistent and asymptotically redramd keeps a nice behavior in presence of anomalous dataugdrh
this work we will discuss on the performance of the methodypland address some improvements making use of new clugterin
techniques and suitable estimators.

#29: Local depth

Presenter: . ... Mario Romanazzi@"Ca Foscari” University of Venice, Italy
C0-AULNOTS . . et Claudio Agostine

Data depth is a distribution-free statistical methodolémygraphical/analytical investigation of data sets. Thanrapplications
are a center-outward ordering of multivariate observatidacation estimators and some graphical presentatiamage(surve,
DD-plot). By definition, depth functions provide a measufeentralness which is monotonically decreasing along angrg
ray from the deepest point. This implies that any depth fonds unable to account for multimodality and mixture disftions.
To overcome this problem we introduce the notion of Local thephich generalizes the concept of depth. The Local Depth
evaluates the centrality of a point conditional on a bounaeidhborhood. For example, the local version of simplidigth is
the ordinary simplicial depth, conditional on random siivgd whose volume is not greater than a prescribed thresfAtlese
generalized depth functions are able to record local fluictng of the density function and are very useful in mode ctiis,
identification of the components in a mixture model and indké&nition of "nonparametric” distances in cluster anaysie
provide theoretical results on the behavior of the Localtbemd illustrate its use in cluster analysis. Finally, wecdss some
computational problems involved in the evaluation of thedldepth.
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#109: The robust improper ML estimate for finite location-scale mixtures and how to choose the improper density

IS . . e Pietro Coretto@University of Salerrtajyt
C0-AULNOT S . . o oo Christian H&nn

Maximum likelihood (ML) for finite location-scale mixturas not robust against outliers. We consider a robust altento the
ML method. In particular we will concentrate on an estimattiich is the maximizer of an improper likelihood functionhd
latter is obtained adding an improper constant density tixéune density from a location-scale family. The choicetaf tmproper
density is crucial, and here we discuss several alterrgatiie also illustrate an application where our method is tsethssify
financial assets based on their measured risk.

#117: Mixture models, clustering and covariates

PrE S BN . . o Claire Gormley@UCL, UK
C0-AULNO S . et T.B. Munrph

The mixture modelling framework is well established as ¢éisteal approach to clustering a set of heterogeneousradisens.

A mixture of experts model builds on the structure of mixtamedels by taking account of both observations and assdciate
covariates. The manner in which covariates influence th&tedling structure is of interest. Covariates may influeheentixing
proportions of the mixture model, or influence the clustersities, or perhaps influence both. A comparison of such teade
proposed to provide deeper insight to clustering structéyanixture of experts model is developed for the case in witieh
observed data is rank data. As an illustrative example rsatelrish elections are clustered to uncover voting blaes,clusters

of voters with similar voting preferences. Irish voters\ide a suitable example as Irish elections employ an elaksystem in
which voters rank, in order of preference, some or all of feeteral candidates. Both the rank votes cast and the votariates
are modelled. Interest lies in highlighting voting blocie Irish electorate. Additionally the manner in which coate social
factors influence the clustering structure is of interesttalfrom an Irish presidential opinion poll are analyzed.

#61: How to join normal mixture components
PrES BNt . . .o Christian Hennig@UCL, UK

The normal mixture model is often used for cluster analydsually every mixture component is identified as a clustenvelver,
this is not always justified. Different normal mixture conmgnts are not necessarily well separated from each othethaird
mixture (being then a sub-mixture of the mixture modellihg whole dataset) may even be unimodal. This presentateivoigt
rules to decide whether two or more components of a normaumgshould be joined to be considered as a single clustés.igh
not a purely statistical estimation problem, because ieddp on what kind of clusters the user wants to obtain, whactiqularly
means how separated they are required to be. There is someyzrevork onmultilayer mixturesbut this sidesteps the issue
of deciding about an appropriate cluster concept by fixirggrthmber of clusters. | will discuss new approaches basedpn g
statistic, ridgeline and the Bhattacharyya distance.

CS07 Room: AUM GRAPH BASED MODELLING Chair: Marco Reale

#21: Regression trees for regime changes analysis

PrE SN el . e Carmela Cappelli@University of Napleslyita
C0-AUENOTS . . . oot Francesca Didor

The detection of structural changes in time series is aneatiea of research. The most challenging task is to idemtififiple
breaks occurring at unknown date and most contributions hadressed the case of level shifts. Within this contextnapce
tational efficient procedure called ART that employs regji@strees to identify the breaks in the mean and their lonathave
recently been proposed. This paper focuses on the detedtiegime changes due to instability in model parameterghioaim
we propose an extension of the ART procedure that uses ingbgtowing stage the residuals of models fitted to contigsoib-
series obtained by splitting the original series. Thus, i the length of the series for each valugkaefith mingps < k < T —mingps
(mingps denotes a minimum number of observations needed to estihr@ataodel) two separate models are estimated and the cor-
responding residuals computed. The best split is the onetigimizes the reduction in the residuals when splittingdeninto its
offsprings. The location of the splits provides the datestdth the regime change occurred. For the purpose to sdldut dinal
number of breaks the Chow test can be employed: splittingssfdahe achieved reduction does not ensure the choseriisagtie
level. Eventually, in order to circumvent the problem of rabihispecification, in our programme various models can barasd
growing candidate trees (i.e., sets of breaks). The pedoom of the proposed approach is evaluated by means of aasiomul
study. An application to the US labor productivity index isapresented and discussed.

#120: Assessing the effect of debit cards on households’ spendingder the unconfoundedness assumption
PrES BN e, . .o Andrea Mercatanti@Bank of Italy/yta

The paper proposes an application of some causal infereatteods for the purpose of evaluating the effect of the useebitd
cards on households’ consumptions. Motivated by the ecigléimat debit card users overspend in comparison to nois;uber
analysis investigate the existence of a causal relatipmaltier than a mere association. The available datasetali®to introduce
a set of pre-treatment variables so that the unconfoundsdrssumption can be adopted. This gives the advantageidireytihe
introduction of assumptions on the link between the obdsevand unobservable quantities, and it also improves theigion in
comparison to other main methodological options. The amkesults in positive effects on a household’s monthlyndpey; it
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also provides a comparative application of various causdhods to a real dataset.

#238: Graphical models of multivariate volatility

PreSENter . . o e Alethea Rea@University of Canterbury, New Zealand
C0-AULNONS . . . oo Marco Reale, Carl Scdrrot

In order to understand volatility transmission betweenrfgia assets a multivariate model is essential. This papeks! at
using graphical modelling to study volatility transmigssidGraphical modelling is a technique that objectivelydest potential
influences on an index from its own past and other indices. ifithgences of the other indices can be contemporaneous. The
results of graphical modelling are compared to the stanelesdometric tool for measuring multivariate volatilitgetmultivariate
BEKK-GARCH model. The data used for this investigation is thaily closes of the Standard and Poor’s 500 Composite Index
(S&P 500), FTSE 100 and Nikkei 225. The period of investigats from 3 April 2001 to 31 March 2005. The three stock indice
are widely followed and over a 24 hour period and there ik liverlap in trading hours. The Dickey-Fuller and Philipsrron
tests confirm that for all three series that the log returadiest order stationary and the index prices are not statyananean.

#242: Atest for H self-similarity

PreSENter. L e Marco Reale@University of Canterbury, New Zealand
Co-aULNOIS, . oot William Rea, Les Oxley, Chris Price

It is now recognised that long memory and structural chamgebe confused because the statistical properties of tieress of
lengths typical of financial and econometric series arelamfior both models. We propose a new test of methods aimeih-dis
guishing between unifractal long memory and structurahgea The approach, which utilises the computational effiaigethods
based upon Atheoretical Regression Trees (ART), est&slidirough simulation the bivariate distribution of thectianal inte-
gration parameter, d, with regime length for simulatedtfoaally integrated series. This bivariate distributienthen used to
empirically construct a test. We apply these methods to e¢laézed volatility series of 16 stocks in the Dow Jones Ilais
Average. We show that in these series the value of the fraaitintegration parameter is not constant with time. Theheiatical
consequence of this is that the defition of H self-similaistyiolated. We present evidence that these series havaigtalibreaks.

CS16 Room: ALG NUMERICAL METHODS IN ECONOMETRICS Chair: loannis C. Demetriou

#177: A linearly distributed-lag estimator with r-convex coefficients

PreS Nt . o o Evangelos Vassiliou@University of Athens, Gee
C0-aUINONS . . . loannis Demetri

The purpose of linearly distributed-lag models is to estenfrom time series data, values of the dependent variabiedorpo-

rating prior information of the independent variable. Otlez years, literature agrees that some weak representsdtibie lag
coefficients is a sensible requirement for a satisfactorgehestimation. A least squares calculation is propose@gtimating
the lag coefficients subject to the condition that the digidéferences of order r of the coefficients are nonnegatifegre r is
a prescribed positive integer. Such priors not only do netiae any parameterization of the coefficients, but in séeaises
provide an accurate representation of the prior knowledgecampare favourably to established methods, as, forriostahose
of Almon, Shiller and Solow. In particular, the choice of {réor knowledge parameter r gives the time series estimatiduable
flexibility. The estimation problem is a strictly convex glnatic programming calculation, where each of the constfainctions
depends on r+1 adjacent lag coefficients multiplied by tieiial numbers with alternating signs that arise in the pgjwa of
the r-th power of (1-1). The most distinctive feature of ttedculation is the Toeplitz structure of the constraintficient matrix,

which allows the development of a special active set methati$ more efficient than general quadratic programmingratyms.

Most of this efficiency is due to reducing the equality-coaisted minimization calculations, which occur during theadratic
programming iterations, to unconstrained minimizatioe®that depend on much fewer variables. Some examples \aitdata
are presented in order to illustrate this approach.

#119: A study of total investor wealth for investors in the Athens sock exchange
PrESENtEr . . o Yiannis Bassiakos@University of Athens, Geeec

In the present work, a comparison of the aggregated weatthele@ various groups of investors in the Athens Stock Exgban
is presented. The period studied is from September 1999re 2003. This period is divided into a segment of rapid deglin
followed by a segment of prolonged stagnation. The objeabf/the study was to identify groups of investors with diffigr
patterns of gains or losses. The main method of analysis eggsated measures ANOVA with dependent variable the aggega
wealth, defined as the total value of stocks held by any paaticnvestor plus the cash available to him either resgfiom stock
sales or coming from any other source. The results confiroliservation made worldwide i.e. that investors of high aggted
wealth or/and high frequency of transactions suffer grdasses in periods of market decline and uncertainty, asileestudied
herein.

#76: Exact optimal and adaptive inference in linear and nonlinea models

Presenter: . ... Adydahim Taamouti@Universidad Carlos Il de Madrid, Spain
C0-aULNOIS: oot Jean-Marie Dwfo

In this paper we derive simple sign-based point-optimalitdgear and nonlinear regression models. The test istedestribution
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free, robust against heteroskedasticity of unknown forna i& may be inverted to obtain confidence regions for theaoreat
unknown parameters. Because our optimal test depends ati¢heative hypothesis, we propose an adaptive approagdln
sample-split technique to choose an alternative suchliegidwer curve of point-optimal sign test is close to the pawwelope
curve. The simulation study shows that when using appraeind 0% of sample to estimate the alternative and the rest to
calculate the test statistic, the power curve of the popiireal sign test is typically close to the power envelopeseulVe present

a Monte Carlo study to assess the performance of the prompsesi-point-optimal sign test by comparing its size and grole
those of some common tests which are supposed to be robussilgateroskedasticity. The results show that our prowecu
superior.

#156: An ad hoc inexact Newton method for model simulation.

L (=S ] (Y Claudia Miani@Bank of Italy, Iita
C0-aUINO S . . oo Stefania Beléa

This paper is concerned about improving the efficiency aeddbustness of computing the solution of large-scale negommo-
metric models. We know that the resulting systems are lardesparse (and structured if the model contains forwar&umpvari-
ables). The Nonstationary Iterative methods are well dddethe computation of the Newton step. We present a NeV@MRES
method with enhancements due to : an ad hoc preconditiotechaique of looser residuals, and a strategy of globabzdtine
search method with Armijo rule). Our numerical experimesaafirms the interesting features of our technique. Funtioee,
when we do not have good starting value (or in case of severekshwe switch to a Newton method with a sparse LU factor-
ization and a trust-region strategy supported by a dynanonitrol of the iterations and constraints on variables (targotee the
convergence in case of particularly severe shocks, for plajn

#167: The least sum of absolute change to univariate data that gigeconvexity

PresSenter. . .. loannis Demetriou@University of Athens, Greeec
Co-aUINOrS . . . e Sotirios Papakonstami

Convexity has useful applications in many fields, as foranse in estimating a utility function that is representedabijnite
number of observations. Here, convexity enters by the aggomof non-decreasing returns of utility functions. Imeeal, if
plotted values of measurements of function values show gposs errors and away from them the function seems to be xpnve
then the least sum of absolute change to the data that peovateegative second divided differences may be requireid.prob-
lem is a highly structured constrained L1 approximatioraition, which can be transformed to a linear programmimdplem,

but it would be very inefficient to resort upon general linpesgramming solvers. Due to establishing necessary ariidisnf
characterization conditions, an iterative, descent,lidapoint, active set algorithm is proposed for this cadtioin that is proved

to terminate to a solution. The algorithm is efficient, bessathe iterates are derived efficiently from banded matrioesd to
the necessary conditions and the interplay of active caimitrand interpolation conditions that occur in L1 caltolass. Some
numerical results illustrate the method.

CS32 Room: B217 STOCHASTIC VOLATILITY MODELS Chair: Gianna Figa-Talamanca

#186: Characteristic function estimation of stochastic volatilty model

PreSENter. . . o Emanuele Taufer@University of Trentolylta
C0-AULNOS.. . .ttt MarcoeBe

An asset return process with drift, risk premium and stotha®nditional volatility is considered. The volatilityrgcess is
modelled as a non-negative stochastic Ornstein-Uhlenf@th process independent of the driving Brownian motiomgais no
Gaussian component, moves entirely by jumps and decaysierpally between two jumps. The asset return process remai
continuous. These models were introduced in the literatittethe aim of modelling stylized features of financial matkwhile
maintaining analytical tractability. By an appropriatesim of the stochastic volatility process one can allow aggte returns
to be heavy-tailed, skewed and exhibit volatility clustgri Estimating the parameters of a continuous stochadatiity model
is difficult owing to the inability to compute the appropgdtkelihood function. Model-based estimation approachresbased
on MCMC methods. Alternatively one might consider non-mduiesed estimation approaches which exploit realizedtiitya
i.e. use the existence of high-frequency data to estimatments of integrated volatility. In this paper estimatiorsé&@ on
the characteristic function of the process is consideretier/btaining closed form solutions for the relevant qitaes, the
applicability and validity of these techniques is shown kgyvef simulations. The cases of super-positions of OU pseEeand
presence of leverage are also considered.

#145: The Taylor effect: a new tool for model adequacy in stochasti volatility models

PreSEN el . . Ana Perez Espartero@University of Valladolid, ipa
C0-AUINO S . oo e Esther Ruiz @Qde

It is often observed that the sample autocorrelations ofgeswf absolute financial returns are larger when the powamnpeter

is around one. This property, known as Taylor effect, isys® in this paper in the context of Stochastic Volatility/{$nodels.
We show that these models, either with short or long-memaa, both represent the Taylor property for realistic patame
specifications. We also show that the sample and theoretitatorrelations of power transformations implied by SVdels
peak at the same power parameter value. Therefore, therTaydperty is not a sampling phenomena. Based upon thistyesul
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we propose to use the maximum power parameter value as atioadtiool for model adequacy. We study the finite sample
distribution of this new statistic and compare it with ityaptotic counterpart. All the results are illustrated wigal financial
series. The effect of outliers on the empirical results ése analyzed.

#236: Path properties of simulation schemes for continuous stodastic volatility models
PreSEN el . . e Gianna Figa-Talamanca@University of Perugidy Ita

In the last few years a renewed attention has been devoteesimiistochastic volatility (SV) model which provide a dudssed
pricing formula for European options. Since the traditidhaero-Maruyama and Milstein schemes fail in the SV fraradwnew
simulations schemes have been recently suggested forHesidel. These new methods have been compared in a subsequent
paper with the standard Eulero-Maruyama discretizatidrese where differenfixesare used to retain the positivity of the
discretized variance; the performance is evaluated wighdiktance between model and Monte Carlo European opticespri
which depends only on the simulated terminal value of theedgithg. However, path properties of simulated data becaieyant
for pricing path dependent exotic derivatives and for doirfgrence on model parameters applying the Simulated ibi&et or
the Indirect Inference estimation methods as recently estgg for SV models. The aim of this analysis is to investighe
performance of a simulation scheme in reproducing the #imai serial dependence of the model; to this end we applyebults
obtained in a previous paper concerning the autocovariandeautocorrelation functions of the mean variance. A fotest is
also introduced to compare the performance of the schemes.

#223: Likelihood-based inference for stochastic volatility moekls using asset and option prices
ISl . oo Konstantinos Kalogeropoulos@Cambridge, UK

Stochastic volatility models are often used to describeeti@ution of asset prices and formulate valuations of tberivatives.
There is a duality relationship between derivative pricamgl statistical inference: Estimates of the real world memaparame-
ters may aid in constructing pricing formulae. On the othemd the information contained in observed derivativegsjcsuch
as options, can be used for inference purposes. This papesds on the estimation problem and also discusses its Ithktive

option pricing. Inference is based in both asset and opti@e®, aiming in estimates of increased efficiency and in semealistic
market representation. The paper presents a generalntitdrecheme, via Markov Chain Monte Carlo techniques, thay be

used to carry out likelihood-based inference under diffeodservation regimes. Furthermore, the Bayesian frameprovides a
natural way of incorporating parameter and model uncegtaimnthe pricing procedure. The methodology is illustrased tested
through simulations and data from the S&P 500 Index and iiéd volatility, VIX.

CS47 Room: E003 INTEGER VALUED TIME SERIES AND RELATED TOPICS 2 Chair: Konstantinos Fokianos

#169: Outlier estimation and detection for INGARCH processes
o (STT=T 1 =Y Roland Fried@TU Dortmund, Germany

Integer-valued GARCH processes for dependent integeledadlata are extended to include the effects of explanatoigibies.
In particular, this approach is useful for modelling andedéihg several types of outliers in time series of countsan&ard
definitions of time series outliers like (transient) levkifis and additive outliers are extended to this model fanmla natural
way. Computationally tractable methods for outlier detetaind identification are derived using score tests, whoseat values
in finite samples are determined in simulations. Joint egtiion of outlier effects and model parameters is perfornyezbinditional
maximum likelihood estimation. The usefulness of the pegubmethods is illustrated using simulated and real example

#32: Integer-valued model miming classical econometric models

PrESENter: . Alain Latour@UPMF / UQAM, France
C0-AULNOTS . . o o e Lionel Trusju

Econometric time series model can be defined to describgantalued observations. We present an integer-valued@Aipe
model and two bilinear type models. The latter one, whichlmanseful in a context of inventory management or epidergiglo
is based on a thinning operator allowing for negative valifés establish the existence of such a processes.The dstiroéthe
parameters is tackled with the help of different methodsida@nal likelihood and quasi-maximum likelihood. We gigome
asymptotic results for these estimators. Numerical exasghd applications from social medicine are presented.

#104: Ordinal stochastic volatility and stochastic volatility models for price changes: an empirical comparison

Presenter: . ... laGdia Czado@Technische Universitaet Muenchen, Germany
Co-aUtNOrS:. . . e Thi-Ngoc-Giau Nguyen, Gernot Mueller

Modelling price changes in financial markets is a challeggask especially when models have to account for salienifessuch
as fat tail distributions and volatility clustering. An atidnal difficulty is to allow for the discreteness of prichkanges. These
are still present after the US market graduation to decatiin. Recently we introduced the class of ordinal stowhaslatility
(OSV) models, which utilizes the advantages of stochast@tiity (SV) models, while adjusting for the discretened the price
changes. OSV models are based on a threshold approach, thbdrielden continuous process follows a SV model specifioati
thus providing a more realistic extension of the orderedipnmodel. It allows for exogenous variables both on the maaah
variance level of the hidden process. Estimation in OSV risodging maximum likelihood is not feasible, therefore wikofo
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a Bayesian approach using Markov Chain Monte Carlo (MCMChhos for estimation. This paper explores the applicabilit
of the OSV model to financial stocks with different levels i@ding activity. Especially, we investigate which exogenéactors
such as volume, daytime, time elapsed between trades andithiger of quotes between trades have influenence on the méan a
variance level of the hidden process and thus on the disgrieechanges. A second focus of this paper is the compaoisOSV

and SV model specifications to assess how large the gain @®\eis over the SV model.

#108: Nonlinear time series clustering based on nonparametric i@cast densities

PreSENter. . e Jose A. Vilar-Fernandez@University of Coruna, 8pai
Co-aULNOS:. . oot Andres M. Alonso, Juan M. Vilar-Fernandez

Time series clustering is a central problem to many apptindtelds and hence this topic is nowadays an active reseaezhin
different disciplines including signal processing, finarand economics, medicine, seismology, meteorology artdrpatcogni-
tion, among others. We introduce a new clustering procettudeal with a general class of autoregressive processgsgding
both linear and nonlinear time series. Specifically, oustdting procedure proceed as follows. First, a particuliéerion of
dissimilarity between two time series objects is adoptdie Goncept of dissimilarity between two time series is noipde and,
in fact, besides conventional metrics as the Euclidearamiist or the Fr'echet distance, other dissimilarity critespecifically
designed to deal with time series have been proposed intératlire. We compute the dissimilarity between two timéesan
terms of the discrepancy between their forecast densitiaspecific future time. Hence, our cluster solution is goedrby the
behaviour of the predictions at a prefixed horizon. Sincedhecast densities are unknown, we approximate them usntek
type density estimates based on bootstrap predictions. dWgider a resampling technique, so-called autoregregsiotstrap,
based on mimicking the nonparametric dependence struattine underlying processes. Actually autoregressiongdtcay works
in a similar approach to residual-based resampling of tinatorregresions, but it takes advantage of being freesdirlearity re-
quirement and hence it can be applied to our general classnpfamametric models. In this point, we can construct amisasiity
matrix using the abovementioned criterion but replacirguthknown forecast densities by the estimated ones. Laglperform
an agglomerative hierarchical clustering process usirtgradard cluster algorithm. In the paper, the consistenthiebootstrap
distances computed in stage 3 is established. The proofsofabult is based on the validity of the autoregressiondirayt, the
uniform almost sure convergence of the nonparametric &stery and some standard results from nonparametric gerstima-
tion theory. Results from an extensive simulation studysiilate the good performance of the proposed procedurassifyt both
linear and nonlinear autoregressive processes. Furtheriti@ method also works well with non-Gaussian innovatidtinally,
our clustering procedure is used to classify a set of Eumogeantries on basis of their industrial production indisesies for
capital goods.

#94: On comparing several spectral densities
PreSENter. . Konstantinos Fokianos@ University of Cyprus, Cypru

We are investigating the problem of testing equality amgegal densities of several independent stationary gesse The main
methodological contribution is the introduction of a nogemiparametric loglinear model which links all the spddaensities

under consideration. This model is motivated by the asytigpoperties of the periodogram ordinates and it spectfias

the logarithmic ratio of (G-1) spectral density functiongharespect to the G’th is linear in some parameters. Sulesgtyuthe

problem of testing equality of several spectral densitycfioms is reduced to a parametric problem. Under this assamhe

large sample theory of maximum likelihood estimator is &ddand it is shown that the estimator is asymptotically redreven

if the model is misspecified. The development of the asyntioory is based on a new contrast function which might eéulis
for other spectral domain time series problems. The reanétsapplicable to a variety of models including linear andlimear

processes. Simulations and data analysis support futibeheoretical findings.
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ES04 Room: GB1 DEPTH AND TRIMMING IN ROBUSTNESS Chair: Alfonso Gordaliza

#88: Depth functions and random convex hulls
PresSENter. . . e Ignacio Cascos@Universidad Carlos Ill de Madrid, Spain

Given a random vectaX in the multivariate Euclidean space, consider the sequehcandom sets whoseth element is the
convex hull ofn independent copies of. We will use this sequence of random sets to measure theade§centrality (depth)
of any given fixed point with respect to the distributionXf In particular, we will study the set-valued expectatiofisuch
random sets and their coverage functions (the probabhiay & given fixed point lies inside the random set). The sexpieh
set-valued expectations constitute a family of centralbregywith respect to the distribution of the random vectod the average
number of independent copies of the random vector that ardaukso that a fixed point lies inside their convex hull candeslu
to measure the centrality of the fixed point with respectsdlistribution. Some properties of the expectation of thever hull
of nindependent copies of that make it appropriate to assess the financial risk of aveadrtfolio modeled aX will be briefly
commented.

#90: Depth for sparse functional data

Presenter:. . ... Sara Lpgtintado@Universidad Pablo de Olavide de Sevilla, Spain
C0-AUINO S . . oottt Ying We

The analysis of functional data is a modern area of researstatistics. Recently, new notions of depth for functicatetia with
desirable properties have been proposed. Functional gepifdes a rigorous way of ordering curves from center outwllsing
these concepts we can extend the classical order relatesdisseto functional data. A depth-based rank test is ohieed to check
whether two groups of curves come from the same populatidre ekisting methods for estimating the depth are designed fo
curves observed on an evenly spaced and sufficiently fine @fédare interested in applying these methods to a real grdattn
set from children who were born in the U.S. in 1988. Their hedgand weights were taken sporadically only when theyadsit
hospital. Consequently, their growth paths were recoraed set of sparse and irregularly-spaced time points anduimder of
measurements per subject is small. We propose a methodrt@mesthe depth for such sparse and irregularly-spacecksioy a
two step approach. First, we estimate the conditionalibigion of the underlying growth path given the observed sneaments.
Second, we estimate the depths through conditional exjiatsa

#94: Assessing when a sample is mostly normal

PreSEN el . edro Cesar Alvarez-Esteban@University of Valladolid,iBpa
Co-authors. . . udasio del Barrio, Juan A. Cuesta-Albertos, Carlos Matran

Data-driven trimming methods in the goodness of fit framéwwave been recently introduced by the authors as a way ngt onl
to robustify these statistical procedures but also as aaddthdiscard a part of the data to achieve the best possitidetfiteen

a sample and a theoretical distribution or between two gsamnples. In this work we present a new methodology based on
trimming a variable proportion of observations in eachdé# univariate distribution. Instead of the classical sy&tnio trimming
procedure we present a proposal in which the data itselfr@ies the proportion of observations to be trimmed at eaih t

We will introduce the main ideas concerning this way of trimgj as a previous step to a more generalized way of trimming,
presenting the asymptotic results which allow the use ofehmethods to assess the normality of a sample as well as some
algorithms and examples to illustrate the methodology.

#81: Robust clusterwise linear regression

PrESEN el . . o Alfonso Gordaliza@Universidad de Valladolid, Bpa
Co-authors:. ... Luis Angel Gm-Escudero, Agustin Mayo-Iscar, Roberto San Martin

The presence of clusters in a data set is sometimes due trithenee of certain relationships among the measuredblasand,
thus, observations could be grouped in a natural way ardnedrl and nonlinear structures. The problem of performoiist
clustering around linear affine subspaces has recently tae&ted by minimizing a trimmed sum of orthogonal residudie
orthogonal choice implies that no privileged response ¢putwariable is taken into account. However, there arelprob where
clearly one variable may be assumed to be explained in tefithe @ther ones and the use of classical linear regresssiduads
seems to be more advisable. Here, we extend the so-called $Timethodology to perform robust clusterwise linear regjicn.
A feasible algorithm for doing this task will be introducedhieh includes a second trimming aimed to diminish the eftdct
some leverage points that (although they do not break doe/pribcedure) entail considerable biases in the deterramafithe
underlying linear structures. This second trimming is @lsovenient in order to avoid classification errors that somes occur
due to the artificial elongation of the zones of influence efdghoups.
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ES10 Room: B104 SPATIAL AND TEMPORAL COMPUTATIONAL STATISTICS Chair: Peter Congdon

#77: Spatial logistic regression based upon contiguity concept
PresSeNnter: . .. e Ahmed Bounekkar@Universite Lyon 1, France

Logistic regression is a statistical method used for ptemicof the probability of occurrence of an event (binaryiable). The
predictor variables may be either numerical or categofiéss method does not take into account the effect of an obhtenvon
another in the spatial areas. In this paper, we will intredatfirst the concept of contiguity between observationténspatial
domain. The use of a coefficient of contiguity requires therwvention of a good indicator of distance between theservhtons.
We based the definition of the contiguity between obserastan the concept of distance, but another choice of proxioah
be used. We then will propose a spatial method of logisticesgion where each coefficient of the model is a function ef th
coefficient of contiguity between the predictive variabtel dhe outcome. Our model then takes the form Pr=E(Yr/Ys) \&/ier

is a dichotomous outcome measured upon area r. The logit isf &@finear combination of Ys balanced by the coefficients of
contiguity. These observations define a set of neighborsasea After presentation of this model, the unknown paramrseare
estimated by maximum likelihood. In the absence of a metlividggan explicit expression of these parameters, the mizaition

of the likelihood function will be based on a stepwise altjori: we suggest a suboptimal method which consists in diztrg
the space of the parameters, then compute the likelihocebfdr set of values. That model is applied to study the stdteadth of
the population in the lle-de-France region and their le¥elxposure to various agents stressors (important durafitransport,
noise, painful work conditions, etc.).

#12: Bootstrap based bandwidth choice for log-periodogram regession

PreS Nl Josu Arteche@University of the Basque Country, Spain
C0-AULNOTS . . oot Jesub®©r

The choice of the bandwidth in the local log-periodogramresgion is of crucial importance for estimation of the memor
parameter of a long memory time series. Different choiceg giee rise to completely different estimates, which maydiéa
contradictory conclusions, for example about the statipnaf the series. We propose here a data driven bandwiddttien
strategy that is based on minimizing a bootstrap approximaif the mean squared error and compare its performanbeotier
existing techniques for optimal bandwidth selection in amsquared error sense, revealing its better performareceider class
of models. In particular, we use a local bootstrap basedard periodogram regression context, which is adequatepiccate
the structure of the errors. The empirical applicabilityttod proposed strategy is shown with two examples: the widelyzed
in a long memory context Nile river annual minimum levels #melinput gas rate series of Box and Jenkins.

#63: Computing functional estimators of the long-range dependece parameters in the spectral-wavelet domain

PrES Nl . . o Maria del Pilar Frias Bustamante@University of Jaen, i$pai
C0-AUINO S . ottt e Maria Dolores Ruiz-Medina

For semiparametric functional estimation of the long-exdgpendence parameter, we exploit the equivalence betiebahavior
of the covariance tails and the regularity at zero of its Fouransform. The class of models considered is definedrmsge
of a separable spatiotemporal Riesz kernel convoluted avgbcond-order spatiotemporal process satisfying saitaiglularity
and moment conditions. Given the double singularity of thesR kernel in the spatio-temporal and spectral domairgiefi
estimation methods of the long-range dependence spatialemmporal parameters, defining its local singularity anaviieail
behavior, are difficult to design. In this paper, we proposen&tors of such parameters based on the wavelet trangfbrm
the spectral functional data, given by the Fourier tramsfdion of the realizations observed of the spatiotempomatess of
interest. Specifically, linear regression is applied toltgedirectional wavelet transform of the spectral funcibdata. Two
computational methods are proposed respectively baseldeodirectional smoothing of the functional spectral dated an the
average of directional estimators obtained without previemoothing. A simulation study is performed to invesgghe stability
of the computational methods proposed for functional patamestimation. Additionally, in this simulation studyethias and
variability properties of the estimators proposed areistlid The results derived extend to the functional and wawenain
context of recently obtained results.

#92: Efficient algorithms for estimating the error-components gemingly unrelated regression model with serrialy corre-
lated disturbances

PrE SNl . . o e Petko Yanev@University of Neuchatel, Switzedlan
Co-aUthOrS: . . Paolo Foschi, Erricos John Kontoghiogghe

Numerical strategies for computing the error componergeession model as a special case of the standard genesl tirozlel
are considered. Specifically, an efficient generalizedalineast squares approach for fast estimation of the ernmpooents
model is presented, where various distributions of therdems are investigated. Computationally efficient and erically
stable strategies for estimating the resulting models mmegsed, which provide numerical solutions for computhmgérror com-
ponents model with serially correlated time effects animsyncratic errors. The new algorithms are based on fastenical
strategies for computing the QR decompositions of spardastactured matrices and are rich on BLAS 3 computations. prb-
posed algorithms are further extended to compute the estimaf the seemingly unrelated regression model with tvay-error
component disturbances. Several special cases with gaaggumptions imposed on the covariance matrices of theefii@ets
and the idiosyncratic errors are considered. The propeofi¢ghe extended algorithms are evaluated and discussechefiaal
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results are presented and the efficiencies of the propogedtains are analyzed.

ES12 Room: BO13 SWITCHES AND STRUCTURAL BREAKS IN ABAYESIAN FRAMEWORK Chair: Gianni Amisano

#100: Detecting structural breaks in multivariate financial time series: evidence from hedge fund investment strategies

Presenter. ... e loannis Vtos@Athens University of Economics and Business, Greece
C0-AUENOT S .ttt Loukia Meligkotsid

This paper extends the class of asset-based style factoelsnaith multiple structural breaks to the multivariatetisgt. We
propose a model that allows for the presence of common breaksystem of factor models for individual hedge fund inkressit
strategies, which share common investment characteristie develop a Bayesian approach to inference for the unknowber
and positions of the structural breaks, based on a set airfiteecursions similar to those of the forward-backwagbathm.
Furthermore, we identify relevant risk factors, common agthe series of hedge funds, using a Bayesian model coroparis
approach. We apply our method to a set of correlated hedgkstnategies, which are mainly characterized by equitytedlbets.
Multiple common breaks are identified, consistent with vkelbwn market events, which reveal evidence for structcinanges

in the risk exposures as well as in the correlation struatfitee analyzed series.

#41: ldentifying business cycle turning points with sequentiaMonte Carlo

(=T ] (T Roberto Casarin@University of Brescialyit
C0-AULNOTS . L o et Monica Bill

We apply the sequential Monte Carlo (SMC) method to the dieteof the turning points in a business cycle. The proposed
nonlinear filtering method is very useful for estimating wextially the latent-factors and the parameters of noalitiene-series
models. In order to illustrate the effectiveness of the éttogy, we measure in a full Bayesian and real-time contegtability

of some existing and new Markov-switching models to idgritifning points in the European economic activity. We alsavjale

a comparison of our results with the existing analysis andpptication to the forecast accuracy evaluation of comgetiodels.

#55: Forecasting realized volatilities through long memory andswitching regime models

[ (STST= 1 =Y Davide Raggi@University of Bologna, ytal
C0-aULNOIS: . ot Silvano Bordignon, Silvestro Di Sanz

It is well known that accurately measuring and forecastingrftial volatility plays a central role in many pricing arnskrman-
agement applications. With high frequency intra-day da&eoining widely available more accurate estimates of \litjatian

be obtained. Some statistical tests suggest the existéfettononlinear and long-memory components in many ecoc®amd
financial time series. It appears of interest to jointly mdateth features into a single time series model. In this wagy #lso
possible to see whether the benefits of combining long meiaadynonlinearities will improve accuracy in forecastindgiitity.

For these reasons, we propose different models that sinedtesly capture long memory and nonlinearities in whicth betel
and persistence shift according to a Markov switching mecélVe use these models to describe the dynamics of theewaliz
volatility of the S&P500 index. MCMC techniques are empldye estimate all the unknown quantities of the model. We adop
a multi-move Gibbs sampler to simulate the state processaaviétropolis-Hastings scheme for the parameters. We campar
the models through their forecasting performance. Bayesiadictive densities have been obtained within such aoridhgn.
In-sample and out-of-sample results evidence the goodmeaince of nonlinear and long-memory models.

#39: A DSGE model of the term structure with regime shifts

Presenter: ... Gianni Amisano@é&pean Central Bank/University of Brescia, Germany/Italy
Co-aUINO S, . . Oreste Taist

We analyse the term structure implications of a small DSGHEehwith nominal rigidities in which the laws of motion of the
structural shocks are subject to stochastic regime shifésdemonstrate that, to a second order approximation, lswgeegimes
generate time-varying risk premia. We estimate the modelgusequential Monte Carlo methods and relying on infororati
from both macroeconomic and term structure data. Our piedirg results show support for the model, compared to adtera
specifications with constant regimes. The structural eabfithe model also allows us to attribute a direct econontarjmetation
to the regimes and to the regime-dependence of variousésadfithe yield curve.

CS03 Room: ALG FINANCIAL ECONOMETRICS- 2 Chair: Olivier Scaillet

#7: Quote quality in an order driven market

PresSeNter . . David Veredas@Universite Libre de Bruxelles, Belgium
C0-aUINO S . . o o Roberto Padcu

This paper proposes a new procedure to measure the qualitykofnd bid quotes. Quote quality is defined in two different
ways: first, by the proportion of total variance of ask anddpigdtes due to informational volatility; second, by the pndjon of

the correlation between ask and bid quotes explained byfticgeat price movements. These measures are computed tgng
reduced form of a structural price formation model for as# bitl quotes, and applied a sample of common stocks listeukin t
Spanish Stock Exchange, an electronic order driven magket preliminary findings using quotes sampled at 5-minuterirals
show that microstructure frictions explain a significamatction of total variance, ranging from 5% for large caps t&%50r small
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caps. As quotes are sampled at lower frequencies, howewete guality increases. We also report a positive crosssedt
relationship between liquidity and quote quality. Finallye show that quote quality has a regular U-shaped intradtgn.

#12: Estimation the wishart affine stochastic correlation modelusing the characteristic function

PrES Nt e, . . e e Florian lelpo@Paris 1, faea
C0-aULNOIS . . o Jose Da Fonseca, Martino Grassell

In this paper, we present and discuss the estimation of tebakfiAffine Stochastic Correlation (WASC) model under tiséonical
measure. We review the main estimation possibilities f@g tlontinuous time process and provide elements to showthieat
utilization of empirical characteristic function-basedlimates is advisable as this function is exponential affilbe WASC case.

We thus propose to use the estimation strategy using a camtiof moment conditions based on the characteristic fonctivVe
investigate the behavior of the estimates through MontéoGamulations. Then, we present the estimation resultainét using

a dataset of equity indexes: SP500, FTSE, DAX and CAC. Ondbkeslof these results, we show that the WASC captures many of
the known stylized facts associated with financial markatdyuding the negative correlation between stock retunts\alatility.

It also helps reveal interesting patterns in the studiedxed’ covariances and their correlation dynamics.

#52: Contemporaneous aggregation of GARCH models and evaluatioof the aggregation bias
PrES N el . Eric Jondeau@University of Lausanne, Switzetlan

It is well known that the class of strong (Generalized) AwdgRessive Conditional Heteroskedasticity (or GARCH) peses is
not closed under contemporaneous aggregation. This papédes the dynamics followed by the aggregate process wheen
individual persistence parameters are drawn from the saman¢wn) distribution. Assuming heterogeneity acrossviddal
parameters, the dynamics of the aggregate volatility wresladditional lags that reflect the moments of the distiobubf the
individual persistence parameters. Then the paper descalronsistent estimator of the aggregate process, basezhlbmear
least squares. A simulation study reveals that this agfjeegaorrected estimator performs very well under remlisets of
parameters. Last, this approach is extended to a multiseontext. This extension is used to evaluate the impoetarfi¢che
aggregation bias. Using size and book-to-market portolicchow that the investor is willing to pay one fifth of her egfed
return to switch from the standard GARCH(1,1) estimatoh®adggregation-corrected estimator.

#137: Efficient estimation of a semiparametric dynamic copula moel

Presenter. .. ... lg@ Reznikova@Universite Catholique de Louvain, Belgium
C0-aUINO S . o o o Christian Hef

We propose a new semiparametric dynamic copula model whemarginals are specified as parametric GARCH-type presess
and the dependence parameter of the copula is allowed tgelmmr time in a nonparametric way. A straightforward twage
estimation method is given by local maximum likelihood foetdependence parameter, conditional on consistent fage st
estimates of the marginals. First, we characterize thegutigs of the estimator in terms of bias and variance andudgsthe
bandwidth selection problem. We then propose an estimaabrattains the semiparametric efficiency bound and demaiasts
superiority through simulations. Finally, we illustratetwide applicability of the model in financial time seriesiparing it also
with traditional models based on conditional correlations

#22: A semiparametric analysis of the term structure of the US inerest rates

g (SToT =Y ] (= Fabrizio lacone@University of YorkikKU
The short end of the US term structure of interest rates itys@@ allowing for the possibility of fractional integrati and cointe-
gration. This permits to simultaneously maintain mearertwg dynamics for the data, and the existence of a commum fion

stochastic trend. We estimate the model for the period &R, and find it compatible with this structure. The resisit that
the data are 1(1) and the errors are 1(0) is rejected, maiebabse the latter still display long memory.

CS23 Room: B217 COMPUTATIONAL STATISTICS Chair: Cristian Gatu

#135: A genetic algorithm for estimation of simultaneous equatio models

PrES BN el . . . Domingo Gimenez@University of Murcia, Spain
C0-AUINO S . . oot Jose-Juan LopezHiEsp

The problem of how to obtain a Simultaneous Equation ModEM$Bfrom a set of variables is studied. The idea is to devetop a
algorithm which, given the endogenous and exogenous Vasigapproaches the best SEM possible according to ceritgeéna

for model comparison. The space of the possible solutiovsrislarge since the number of equations of the best modetigden
one and the total number of endogenous variables. Becaubatoéxhaustive search methods are not very suitable ara met
heuristic techniques are applied instead. This work amalyise solution of the problem via genetic algorithms. THetgm is

not necessarily the best, but the cost of finding it is mucteldtivan the cost of finding the best one when using exhaustarels
methods. A basic version of a genetic algorithm is presefitstd After that, a greedy method is used to improve the d#lgor,

S0 obtaining a hybrid metaheuristic. The idea is to use thedyr method in some parts of the genetic algorithm to explwe
solutions space better.
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#191: On some generalization of seemingly unrelated regressiomeation models

o (STST=T 1 =Y Diana Santalova@Riga Technical University, Latv
Co-aULNOIS . .ttt e Alexander Andronov, Andrey Svirchenkov

We consider a group db objects with numbers= 1,2,...,G. Thei-th object is examined; times, at the time moments; <

tio <--- <tipn. At the j-th time moment; ; we fix a vector of independent variablgs = (X57%)7X5721)’ ---7>9(,T)) and a value of a
dependent variablg j. It is supposed that the last is formed by the linear-reguassquation. Further if for two various objects
i andi' the time moments; j; andt; ; coincide then the random variablgs andY; j- are correlated random variables with the
covarianceg; i whereas for various time moments they are assumed indepierAeusually it is assumed that foe= 1,2,...,G;

j=12...,n; %= (><i<,1j),><i()2j),...,xi(7r}‘)) are known constant vectoy; j is the fixed value. On this base it should to estimate the
unknown parameters of the regression model. Our final aira get a prognosis of the sum of dependent variables for future
time moment. The described model generalizes the seemingly unrelatgession equation model. We applied the presented

approach for the real financial data sets and investigagdfitsency.
#202: Index tracking by estimation-based local search

PreSENter: . . e Giacomo Di Tollo@University of Chieti, lya
C0-AULNOTS . . o oo e Prasanna Balapshka

In a wide range of combinatorial optimization problems,tsas portfolio management, vehicle routing, resource atlon and
scheduling, only a part of the information needed for asgsgdke cost of a solution is available. In order to solve ¢heblems,
researchers and analysts often consider a framework irhwtiéccost of each solution is a random variable and the géiatiimg a
solution that minimizes some statistics of the latter. s ffarticular framework, for a number of practical and tietical reasons,
the optimization is performed with respect to the expeatatiTwo types of solution techniques have been discussétkitisis
framework: The most widely used solution technique cossistising a well established analytical development forpating the
expectation. The second solution approach, which is thesfof our work, consists in using Monte Carlo simulation ttineate
the expectation. We refer to this technique as empiricahesion. The empirical estimation approach for stochasiimbinatorial
optimization falls into the so-called sample average axipration: the given stochastic optimization problem iswgfrmed into
a so-called sample average optimization problem, whicbtained by considering several samples of the random Veréatd by
approximating the cost of a solution with a sample averagetian. The aim of this work is to design a local search atpani
that adopts the empirical estimation approach to the indeking problem. In this framework, the estimation apploean be
used under the assumption that both index and portfolidsimecan be described as a random variable and the first twoemism
(mean and variance) suffice to explain the behaviour of aexinérovided this, the index tracking objective will be givey a
metric of the difference between samples of portfolio ardbinreturns. Our conjecture is that this approach will leatbbust
out-of-sample results. Furthermore, it is a sound way ofl@iamg principles from the two most used portfolio selestinodels
(Mean-Variance and Index Tracking) in an unique framework.

#72: Some asymptotics for elemental regression estimators
PrES BN e . . o Keith Knight@University of Toronto, Carsad

Elemental regression estimators are defined to be estigiaésed on exactly p cases where p is the dimension of thectmedi
Some estimators (for example, regression quantile esiisjaare exactly elemental estimators while in other casstimators
can be well-approximated by elemental estimators. Howemaluating best elemental estimators is highly compurtatly
intensive. In this paper, we will consider the asymptoti&tmbution for the approximation error for a certain claggstimators
as well as the asymptotic distribution of the predictorshie best elemental set. These latter results can be usedaimpée, to
derive computational algorithms to search more efficiefuthithe best elemental estimator. Some other applicatiothsiso be
discussed.

#245: Random number generation and computer experiment
PreSENter. . Dennis Lin@Penn State University, USA

This talk attempts to address the fundamental questiomhaft is computer simulationPseudo-Random Number Generator is
perhaps the first issue to be discussed. It has been used ety @ fields. The quality of random number and recent devel
opment in this area will be presented. The second portioheofalk will focus on computer experiments. Computer modats
describe complicated physical phenomena. However, tchesetmodels for scientific investigation, their generaliyring times
and mostly deterministic nature require a special desigrpdriments. Recent advances on Latin Hypercube and umB@sign
will be discussed.

CS27 Room: EO03 FINANCIAL TIME SERIES Chair: Hwai-Chung Ho

#90: On testing some non-nested time series models with equal lesvder unconditional moments

Presenter: . ... V&im Chan@Chinese University of Hong Kong, Hong Kong
Co-aUtNOrS: . o e King Chi Hung, Koon Shing Kwong

The class of Markov regime-switching models has been widgiployed in the literature to explain various empirical ptraena
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in observed economic and financial time series. On the otted Hinear time series processes (particularly, the dasfRMA
models) have been reasonably successful as a practicébtdivhe series analysis and forecasting. Interestinglg,found that a
simple non-linear Markov switching model and a linear ARMAL) model could have the same unconditional mean, variamde
autocorrelation structure. They also produce very sinsitenrt-term and long-term forecasts. In this paper, we coenbee power
of some specification tests for differentiating these tvasses of non-nested models. Real financial time series datsead as
examples.

#173: A corrected Value-at-Risk predictor
PrES BNt e . . . Carl Lonnbark@Umea University, Sweden

Value-at-Risk (VaR) has become a standard measure of ntésketnd is widely used by financial institutions and theguiators.
In fact, the Basel Committee on Banking Supervision impasefinancial institutions such as banks and investment fionnsetet
capital requirements based on VaR. Accurate VaR estimagebarefore crucially important and VaR has already resteimuch
attention in the literature. Although the literature deglivith different modelling issues is large, surprisingtifé is written about
the uncertainty of VaR predictors. Predictors of VaR arendjpetwo main sources of errors: The true data generatingegsois
not known, which gives rise to model risk, and the parameittbe hypothesized model must be estimated, which givestois
estimation risk. The question a practitioner naturallygsois how uncertainty in the VaR affects risk managementdoes it in
some way change what value to report. The focus of this paptbei question of how to incorporate the estimation errohén t
VaR predictor. In particular, we take a time series modelangde that the implied conventional VaR predictor undéreses the
portfolio risk. We emphasize that this is due to the fact thatVaR predictor is random and it is not due to conventioies,h.e.
that the expected value of the VaR predictor is differentfitbe true value. It is relatively straightforward to cotrdee predictor
to give the correct risk measure interpretation and a simmigection is proposed. The importance of the correcti@tudied for
FTSE 100, Nikkei 225 and S&P 100. We find that it is economycadlevant.

#92: A generalization of weighted Chinese restaurant type procgses for a class of mixture time series models

Presenter. ... Mike So@The HongnigdJniversity of Science and Technology, Hong Kong
C0-aUTNO S . . e Johawl

This article generalizes a Gibbs sampling method, namdbp&weighted Chinese restaurant (QWCR) process algorithma, f
class of Dirichlet process kernel mixture of time series el®dThis class of models is an extension of Lo’s (1984) Kamxture
model for independent observations. The kernel we consittews us to have time dependent latent variables or funstid time
dependent latent variables. The present time series @igBry are dependent not only on past observed time setiasbwon past
and present latent variables. The latent variables havedona discrete (almost surely) distribution based on a bBiieicprocess.
The class of the kernel mixture of time series models incdud&nite mixture of autoregressive processes and infiniteure of
generalized autoregressive conditional heteroskedggiiBARCH) processes. As in Dirichlet process mixture megdpartitions
sampling aims to evaluate the posterior expectation. UWmhately, the Gibbs weighted Chinese restaurant (QWCR)egsc
algorithm is no longer useful because of the dependency gmherlatent variables. We contribute to generalize the &itdighted
Chinese restaurant (WCR) process algorithm that reseats gequentially from partitions. In the case of Lo’s (1984¥els, our
generalization is reduced to be the original Gibbs weigl@kthese restaurant (QWCR) process algorithm. An altera&ibbs
algorithm is also considered to alleviate the computatiboeden from high dimensional integration. Methodologyllisstrated
through the volatility estimation of 10 financial indiceddi to the infinite mixture of GARCH models. An extension iscal
considered to more general random probability measuresparameter Poisson-Dirichlet processes and normalizeergkzed
Gamma processes.

#79: Sample quantile analysis for long-memory stochastic voldity models
PrESEN e, . . Hwai-Chung Ho@Academia Sinica, Taiwan

The long-memory stochastic volatility (LMSV) model has bgeoposed for modeling many financial returns, and provesje
ture the correlation structure of return’s volatility. lnet literature most studies on the LMSV model have been fatosethe
estimation of the memory parameter or the decay rate ofilitlatorrelations. Issues about estimating distributibparameters
of the underlying returns has not been paid adequate atterifihe present paper aims to discuss the asymptotical ipiegef
sample quantiles of returns which follows the LMSV model.eTguantile estimator we choose is the one based on the absolut
deviation loss. We establish that the quantile estimatasymptotically normal but with the convergence rate stdtan root-n
due to the strong dependence carried in the model’s latdatility component. In order to construct confidence ing&dsy in-
stead of estimating both the convergence rate and therigntriance, a resampling device is used to estimate thealiaation
constants. We show that this resampling procedure is densisA simulation study is conducted and the results aresis-
tency with the theory we have obtained. It is also demoresdrat the simulation that the resampling procedure of canstrg
confidence intervals outperforms the method of estimatiegcbnvergence rate and the limiting variance separateéy/.apyly
our theory to the VaR estimates of S&P 500 daily returns aditate the consequent estimation biases caused by no) tizkn
account of the long-memory property exhibited by the résuvalatility.
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CS37 Room: B103 ROBUST INFERENCE Chair: Michele La Rocca

#37: Second-order accurate and robust indirect inference

PSS N e, . . Veronika Czellar@HEC Paris, Feanc
C0-aULNOIS: oot Elvezio Rontthe

Indirect inference is a simulation-based estimation metttiealing with econometric models whose likelihood funetis in-
tractable. Typical examples are diffusion models desdriyestochastic differential equations. An additional peobthat arises
when estimating a diffusion model is the possible model p@sgication which can lead to biased estimators and misigad
test results. A robust indirect inference to correct themsrdue to model misspecification has previously been pezho$he
standard asymptotic approximation to the finite sampleildigion of the robust indirect estimator, however, can bg/\poor and
can lead to highly misleading inference. To improve thedis&mple accuracy, we propose in this paper robust saddtepsts
based on asymptotically equivalent M-estimators of theisbdirect estimators. We apply the robust saddleposts t® various
contaminated diffusion models.

#130: Robust optimisation of the equity price momentum strategy

PrES el . .o rcd Van Oord@Erasmus University Rotterdam, Netherlands
Co-aULNOS. . oot Martin Martens, Herman K. Van Dijk

Markowitz’ portfolio theory implies that investors shoutthoose stock portfolio weights to optimally balance theturn and
risk. Key problem in optimizing these portfolio weights astimation errors in especially expected returns that naovay
the computed portfolio weights from the optimal weights.isTiproblem can be reduced by either robust estimation of@gde
returns or by taking into account uncertainties in thesesetq returns in the optimization process. For expecteangtoften
long-term historical averages are used in the literatuhgglhave little explanatory power for future returns. Heaay solution
that shrinks these poor expected return estimates almeaysllooks good. Utilizing raw momentum signals, i.e. pastdhth
returns, we address the issue of portfolio optimisationeunahcertainty in case of informative input for expectedimes. The
momentum strategy, ranking stocks on past six months reaurd subsequently buy the top decile and short-sell therbatecile,
has yielded an average annual return &% for US stocks. We use both Bayesian shrinkage estimatespeitted returns, and
robust optimisation. Doing both constitutes a new featdithis study. This is done for real-world US stock data ratihen in a
controlled simulation environment.

#75: Infinitesimal robustness for diffussions

PreSENter . . Davide La Vecchia@Univeristy of Lugano, Switzerland
C0-aUTNONS: . e e Fabio Tanj

We develop infinitesimally robust statistical procedur@sdgeneral diffusion processes. We first prove existenceuaiglieness
of the times series influence function of conditionally waggd M—estimators for ergodic and stationary diffusiomslen weak
conditions on the (martingale) estimating function usec t¥en characterize the robustness of M—estimators farsigifis and
derive a class of conditionally unbiased optimal robushestiors. To compute these estimators, we propose a getgoaitlam,
which exploits approximation methods for diffusions in toenputation of the robust estimating function. Monte Caitoulation
shows a good performance of our robust estimators and aitafgh to the robust estimation of the exchange rate dyosmithin
a target zone illustrates the methodology in a real—-dathcapipn.

#248: Inference for style analysis coefficients: a robust approdt

o (STST = 1 =Y Domenico Vistocco@University of Cassino,\ital
C0-AULNOT S . . o ot Michele La Rocca

Style analysis, as originally proposed by Sharpe, is ant atsss factor model aiming at obtaining information on theinal

allocation of a financial portfolio and at comparing poritbsl with similar investment strategies. Essentially, adeli described
by Horst et al., style analysis is used: (i) to estimate theveat factor exposure of a financial portfolio, (ii) in pemihance
measurement as the style portfolio can be used as a benclmmavr&luating the portfolio performance, (iii) in order teedict

future portfolio returns, as, from empirical results, tactxposures seem to be more relevant than actual portfolirtys. The
aim of the paper is to investigate the use of quantile regmeds draw inferences on style coefficients. In this papecam@pare
the approximation proposed by Lobosco and Di Bartolomeh vabust estimators based on constrained median regreggien
inference process exploits a rolling window procedure Basethe subsambpling theory. Different sets of outliersehibeen
simulated in order to show differences in the efficiencyhia toverage error and in the length of the resulting confielémter-

vals. Moreover quantile regression approach allows to gdditional efficiency through the use of L-estimators basedinear

combinations of conditional quantile estimates.

CS38 Room: AUM EXTREME VALUE AND ELECTRICITY PRICES Chair: Carl Scarrott

#187: Stochastic modelling of electricity prices

Presenter: . ... Ongorn Sngua@@®ueensland University of Technology (QUT), Australia
C0-AULNOT S, L . oo e Vo Anh, Zu-Guo Yu

This paper investigates two key features of electricitggsi namely their long-range dependence (LRD) and spikgJietdr.

ERCIM WG on Computing & Statisticg) 53



Saturday 21.06.2008 09:00-11:00 CFEO8 and ERCIM08 PaBsakesion |

These two properties are modelled in the framework of fometi stochastic differential equation (SDE) driven by Eaipise.
The order of the fractional derivative in the SDE descrithesltRD of the process, while the stable noise input modelspitsy
feature via the tails of its probability density. We provaleethod using the empirical densities and detrended flictuanalysis

to estimate all the parameters of the model and simulatattsp The method is then applied to analyse daily averagepsioes

for five states of Australia. The data are downloaded fromntebsite www.nemmco.com.au of NEMMCO. This is the operator
of the national electricity market and the national grid efséalia. We provide a detailed analysis for the price sde Victoria
over the period 1 December 1998-30 March 2008. Annual cyekesemoved from the data before a fractional SDE can be fitted
to it. Paths from the model and their corresponding empideasities are generated to evaluate the method.

#217: De-clustering of extreme events: application of a time-vaying threshold

PrESEN el . . o Dietmar Maringer@University of Essex, UK
C0-aUINONS: . . . Evdoxiad®d

Extreme Value Theory (EVT) allows estimating the asymptalistribution of extreme values. In the “peaks over thréfho
approach, an extreme event is defined as a return that exagedsspecified threshold. One of the main underlying assanp

is that the different extreme events in a time record am iThis assumption, however, rarely holds for financial d&tapirical
evidence shows that extreme losses are clustered and teligihiautocorrelation, and this contradicts the very ba§iEVT
analysis. This study suggests approaches that can deathistproblem by replacing the fixed with a time—varying tinasl.
Based on the stylized fact that the distributions of retwais change over time, models for time—varying conditiorsalance,
skewness and kurtosis are considered. Two models for thee-tiamying threshold are suggested where the first is based on
GARCH model. The second builds on a generalized t distgbutvith time varying conditional variance, skewness anddsis.
Since this model cannot be estimated reliably using traakti techniques, a genetic algorithm is used as heuristibads have
been found useful for demanding econometric estimatioblpmos in the literature. The time—varying threshold is theing
estimated utilizing the Cornish—Fisher approximation t&st the different approaches, an empirical study for 2dkstérom the
DJIA is performed. The results show that under a fixed threslextreme events do cluster and therefore violate thenlyidg
assumption of EVT. Accounting for conditional variance eglies some of the problems; when higher moments are included
the clustering of the extreme events vanishes in virtudllgases. The results indicate that conditional volatilglgewness and
kurtosis should be considered for the estimation of the mgpthreshold.

#117: Functional framework for building quantitative models using real time news event processing
PrESEN el . . o Philip Gagner@RavenPack InternationalpAUS

A computation environment that operates in real time, wharemote network user receives news events from a servéaudied.
The events are functions to be evaluated in a local envirohmaintained for the user. The evaluation of the functionses
information to flow from the server to the user’s environméiite effect of this is to permit news distribution where magrof a
news story is determined by the context of the user. Othstiegisystems attach tags to stories to indicate meaningautaess,
leading to thousands or even tens of thousands of such tags.alfernative approach is built on the framework provitgd
RavenPack International’s RavenPack News Analytics, amalementations in R, S+, MATLAB, Scheme, Lisp, and Prolog
are discussed, with examples of actual use in constructiamdial models that are automatically updated by news. Riesn
provided are: VIX (Volatility Model) technical emulator deed entirely from news sentiment; Effect of CorporatedRrRelease
on Subsequent Option Price Behavior; Effect of News Dry-u®ption Prices; Fed Interest Rates & Fed News.

#181: Quantile estimation using extreme value mixture models

PreSEN el . o e Carl Scarrott@University of Canterbury, New Zedlan
C0-aUINO S . . . o Anna Macdonald

Extreme value models are typically used for estimating tties like value at risk. The traditional asymptoticallyotivated
extreme value model for distribution tails (exceedances tigh thresholds) is the Generalised Pareto distributubstantial
uncertainty can be introduced due to the selection of thestiold. In general, somewhat subjective threshold cheicesnade
using graphical tools. Recently, various mixture type niethave been proposed for the entire distribution functsdmultane-
ously capturing the bulk of the distribution with the fletityi of the Generalised Pareto for the upper/lower tailsegénmixture
models either explicitly include the threshold as a parantetbe estimated, or somewhat bypass this choice by thef gsgooth
transition functions between bulk and tail models. A pdssirawback to the smooth transition function models initrawal
extreme value applications is the potential influence o&daim the entire sample range on tail estimation. We exartfiae
influence of data over the entire sample range on tail esotmatVe discuss a simulation study which examines the padorce
of the proposed model.
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ES03 Room: B103 ROBUST REGRESSION Chair: Roland Fried

#23: Robust variable selection
PrES BN e . .o e Charlotte Guddat@TU Dortmund, Germany

In multiple regression it is a well known problem that oftemyoa small subset of all given candidate predictors acjueffiects
the response, while the rest might inhibit the analysis.ratfice, data is often contaminated by outliers whose ifieation is a
challenging task when the predictor space is high dimeasidduch outliers have to be taken into account as they méglat 1o
the deselection of true predictors or the selection of neés@bles, respectively. We study the performance of twthods for
variable selection - EARTH and SIS - recently proposed wthéir robustness against such contaminations and prapbsst
modifications where necessary.

#27: Online time series analysis by robust regression filters

PrESEN el . o Karen Schettlinger@TU Dortmund, Germany
C0-aULNOIS . . oot Matthias Borowski, Ursula Gathe

Current alarm systems in intensive care monitoring arecglly unsatisfactory: for the detection of critical sitioms, variables
such as heart rate or pulse are recorded at high frequenaoamgared to thresholds set by the medical staff. These agstams
produce many false alarms due to measurement artefac@nsignt fluctuations around the chosen alarm limit. The tocedl

time series exhibit trends, abrupt level or trend chang&ighiere are also relatively stable periods. The measuresmes overlaid

with noise and outliers, and there may be a strong dynamierdigmce between certain variables. Alarm rules based on the
noise-free and artefact-free underlying signal of suclets@ries can considerably reduce the number of false al&kmpresent
univariate and multivariate filtering procedures for raboisline signal extraction which are able to preserve clitycrelevant
patterns such as trends or abrupt shifts and remove irrgledliers. Our approach uses high-breakdown linear ssipa in
moving time windows with a data-driven choice of the windowdth. The proposed methods are fast, efficient and robust, an
can be applied to time series with low variability as well@asbisy or contaminated data with missing values.

#33: Dimension reduction for high dimensional regression probéms based on local principal curves

PrES BN e . . o i Jochen Einbeck@Durham University, UK
C0-AULNON S . et e e Ludger Eve

Frequently the intrinsic dimensionality of the predictpase of a p-variate regression problem is in fact much smtdin p,
often even only one-dimensional. Usual modeling attempth ss the additive model, which try to reduce the complexdty
the regression problem by making additional structuraliagsgions, are then inefficient as they ignore the inherentgire of
the predictor space and involve complicated model and biariselection stages. In a fundamentally different apgrpane may
consider first approximating the predictor space by a (ignahlinear) curve passing through it, and then regressiagesponse
only against the one-dimensional projections onto thiseurhis entails the reduction from a p- to a one-dimensicegiession
problem. As a fully nonparametric tool for the compressibthe predictor space we apply local principal curves, whaim a
more flexible alternative to earlier proposed principaleuaslgorithms as they also allow for branched or disconikecteves. If
a local principal curve is to be used as a predictor in a regyagroblem, then it has to be parametrised retrospegtiwdlich
is non-trivial. Once this is achieved, the projections & thitial data onto the curve are computed, and the regnestep can
then be carried out using any nonparametric smoother. \W&ridlte these techniques using 16- and higher dimensiatefrcbm
astrophysical applications. Possible extensions to niane one-dimensional nonparametric summaries of the ficedipace are
discussed. The robustness of the method to variation ofvidtid and starting points, as well as to outlying data pateis
investigated.

#37: Evolutionary algorithms for robust methods
PrESENtEr . . o Robin Nunkesser@TU Dortmund, Germany

A drawback of robust statistics is the increased computatieffort often needed compared to non robust methods. felstima-
tors possessing the exact fit property, for example, areangto compute. This means that - under the widely believedraption

that the computational complexity classes np and p are n@ledghere is no hope to compute exact solutions for largh Hig

mensional data sets. To tackle this problem, search hiegraste used to compute np-hard estimators in high dimessidere,

a basic evolutionary algorithm that is applicable to nurmenmbust estimators is presented. Further, variants &tholutionary
algorithm for selected estimators - most prominently l&@simed squares and least median of squares - are introdumckeshown
to outperform existing popular search heuristics in diffidata situations. The results increase the applicatnfitpbust methods
and underline the usefulness of evolutionary computatiorcdmputational statistics.
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ES07 Room: B0O13 PENALIZATION APPROACHES ALGORITHMS, SOFTWARE AND APPLICATIONS Chair: Marta Avalos

#17: On the distribution of the adaptive Lasso estimator

Presenter. .. Ulrike Schneider@University of Vienna, Auatr
C0-aULNOS:. . .ot Benedikt Poetsth

The adaptive Lasso, a variant of the Lasso, is a penalizeti$gmares (LS) estimator which acts simultaneously ashlarselec-
tion and coefficient estimation method. The estimator pgss=sean 'oracle’-property (for certain choices of tuningapzeters), i.e.
its asymptotic distribution under fixed parameters coiesidith the one of the OLS-estimator of the smallest corremehand
is, in particular, normal. We study the distribution of thaaptive Lasso estimator for a linear regression model withogonal
regressors and Gaussian errors in finite samples as wellths large-sample limit. We show that these distributiores tgpi-
cally highly non-normal regardless of the choice of tunimgl anention similar previous results for other well-knowmalkzed
LS-estimators. Moreover, the uniform convergence ratébtained and shown to be slower than root-n in case the estirisat
tuned to perform consistent model selection. In this cdnte® also discuss the questionable statistical relevahtedoracle’-
property of the estimator. We present simulation resuit$tfe case of non-orthogonal regressors to complement arfiiracour
theoretical findings for the orthogonal case. Finally, wavjite an impossibility result regarding the estimationtaf tistribution
function of the estimator.

#35: Efficient implementation and experimentation with the LARS-lasso algorithm
PrESEN el . . . Frank Vanden Berghen@Business-Insight, Belgium

We present some experiments where we used the LARS-lasgntlatg to construct very stable and efficient predictive mod
els. The investigation covers datasets originating frommynfeelds: Biological network inference, Business-Intggince (churn
prediction, propensity models), computational genomialiaptions (cancer prevention), automatic document iflaaton (text
mining). The LARS algorithm has been used to solve the PAKDD72Data Mining competition (cross-selling problem). A
straight forward model built in one afternoon ranked 6thhat ¢ompetition. Most of the results presented are compuatu
a new automated data mining software narfibe Datamining Machine (TIMWe will try to explain, based on the theoretical
properties of the LARS algorithm, why it is so efficient forriable selection. The LARS algorithm is the heart of the afle-
selection-procedure implemented inside TIM. This implatagon is using tailor-made, linear algebra routines thaide the
computation time roughly by 10,000 compared to a classimplémentation (such as in SAS or R). This implementationatsm
handle datasets with 200.000 variables and 18.000.000 fdvesspecial algorithms used inside this faster versioh@atgorithm
are briefly described. We also illustrate, using numeriealits, that BAGGING techniques are combining very effityewith
the LARS algorithm.

#47: Simple and interpretable discrimination

IS . . e Nickolay Trendafilov@Open University, UK
C0-AULNON S . ot Karen ¥

A number of authors have proposed approaches for constgualiernatives to principal components that are more\eagir-
pretable while still preserving the nice features of thexgpal components. This work employs one such approachaduge
interpretable canonical variates and explores their iiseation and classification behavior.

#60: Testing for the generalized normal-Laplace distribution with applications

o (2TST=T 1 =Y Simos Meintanis@University of Athens, Greec
C0-aUINO S . . o ot Efthimios Tsam

The generalized normal-Laplace distribution is a usefw far modelling asymmetric data exhibiting excess kurtodis this
paper goodness-of-fit tests for this distribution are aoesed which incorporate maximum simulated likelihoodraation of the
parameters and utilize the corresponding moment gengriatinttion. Applications of the tests with real data setsiaciided.

#45: Parsimonious additive logistic models
PrES N . . .ot Marta Avalos@University of Bordeaux 2, France

Logistic regression is a standard tool in statistics fombjrclassification. The logistic model relates the loganithf the odds-ratio
to the predictors via a linear regression model. A geneartitin is the additive logistic model, which replaces eankdr term
by an unspecified smooth function, allowing for more flexipilvhile preserving interpretability. Another variantgenalized
logistic regression, which shrinks coefficients to imprtve accuracy of prediction. Ridge regression (L2-penttimaand lasso
(L1-penalization) are the main penalization proceduresatiractive property of the later is that it performs parsanestimation
and variable selection simultaneously. New theoreticallts, efficient algorithms, and available software playagamnrole in the
recent popularization of lasso. In this study, L1-pendirais adapted to additive logistic regression fitted by ethimg splines.
Coefficients associated to predictors with little effecttioa response may be shrunk (some of them to zero). This agipgiees
parsimonious models, removes irrelevant variables, aedtifies non linear trends. The estimates are computed giaghal
Newton-Raphson update, combined with the lars-lasso itthgoy to resolve the penalization problem, and the bachkgjtalgo-
rithm to fit additive models. Different criteria based on #ftective degrees of freedom are proposed to choose théizsitan

parameters. Performance is illustrated with some examples
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ES19 Room: B104 TIME SERIES AND DESIGN SPECIFICATION Chair: Janet Godolphin

#68: Outlier evaluation for the bilinear time series model
ISt . Ibrahim Mohamed@University of Malaya, Malaysia

The problem of detecting an outlier and then identifyingtyjse for bilinear time series data is studied. The effectadfitive

and innovational outliers on the observations and resifiealgeneral bilinear processes are considered and corrésyy least-
squares measures of the decision thresholds are proposedo Ehe complexity of the statistics, we suggest to use tshapping

method to estimate the mean and standard deviation of thehbid statistics. The performances of three bootstrapebpro-
cedures are compared favourably with the model-based guoee¢hrough simulation studies. For illustration, thegeaures are
applied for detecting outliers in local rainfall data.

#71: Smooth polynomial interpolators

PrES Nl . . o Hugo Maruri Aguilar@London School of Economics, UK
C0-aUTNO S . . . Henry Wynn

Splines are piecewise polynomial functions, known to mie@smoothness properties in one and higher dimensions evéow
splines are not always continuously differentiable andetomes it might be difficult to construct splines over irrEgudesign
regions. Smooth saturated interpolators can be constrimstdirst extending the monomial basis and then minimisingr av
given region a measure of smoothness with respect to th@meneters in the extended basis. This method allows a qiiah
approximation to splines and allows for a flexible smoothiegjon. The resulting model shares all the advantages ghpatial
models (linearity in parameters and in observations), evailthe same time is smooth and thus close to a spline modedn As
example, this technique is applied to sensitivity analg§isomputer simulations.

#110: Specification, identification and prediction of component®of time series models in state space form
Presenter:. . ... Edw&odolphin@Royal Holloway, University of London, UK

The decomposition of a discrete time segemto scalar but unobserved and independent componentgseeés a long-standing
time series objective. The underlying feature with thisechiye is a signal process component which is decomposedride-
pendent but unobserved trend and/or cyclical componentsiammost cases, this decomposition link is typically comtzated
by irregular noise. Often one or more of the separate compsrage of greater interest to the practitioner than thequsg
itself, taken as a whole, but the three inferential elemefspecification, identification and forecasting of theseaponents is not
always straightforward. In this presentation it is showat the state-space representationyfdends itself naturally to these three
elements. A number of general results are derived and soamemgs are given to illustrate the general principles vidl

#54: Non-asymptotical minimax estimation of parametric families of functionals in noise
PreSENter: . Bobarkhovskiy@Institute for Systems Analysis RAS, Russia

The problem of minimax estimation of a parametric family ofi¢tionals defined on some subgétin the linear normed space
under a finite number of noisy observations is considerece diiservations have the form= F(x) + §,x € W, § is a random
vector. One of the main applications is a minimax estimatiba function from a given class defined on some segment under
noisy observations of its values at finite numbers of poiAtaew formalization of this problem is proposed. The maireitkeas
follows. We equip the finite-dimensional imagéw) with the natural probabilistic measure generated by thsitlefunction of
the noise and consider the estimation procedure as a gaiméwitnature” which choose a vectB(x) from F (W) according to
this measure. The best estimate is now the optimal solufitiisogame. On this way we can get the non-asymptotical nagim
estimate under week asumptions on the noise density fundtiocase the observations have the farrms F(x) +&;,i = 1,...,n
with i.i.d. random variable§; we can prove that the optimal solutions tend a.s. (for evalyevof the parameter of the functionals’
family) to the optimal solutions of the corresponding detigistic problems with the rat®(v/n—1Inn). In the most interesting
cases the optimal solutions can be easily calculated by stangiBSome examples are considered.

#111: Missing values in experimental design
IS BN . . e Janet Godolphin@University of Surreif U

One of the problems associated with planned experimentg ipdssibility that some observations may be lost duringeiperi-
mental process in which case the eventual design will bergifft to the original planned design. If the lost observetimomprise a
rank reducing observation set (RROS) then the eventuajdéstisconnected and the planned experiment is likely &elerely
damaged. This talk will discuss methods for measuring andgrising RROSs and it will be shown that some very efficient
designs are also highly vulnerable to observation lossisthiations will include balanced incomplete block desjgmess-over
designs and factorial designs. The talk will also outlinmemutstanding issues on missing values in experimentajrdésat
require resolution.
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ES21 Room: GB1 DISCRIMINANT PROBLEMS AND SAMPLE COORDINATION Chair: Alina Matei

#107: Updating a discriminant rule

Presenter: . ... Fariédmnel @CREST-ENSAI & LMA UMR-CNRS 6086, France
C0-aUTNONS: . . Christophe Bieckia

Often a discriminant rule to predict individuals from a e@mtsubpopulation is given, but the individuals to predietong to
another subpopulation. Two distinct approaches are ysinatilemented. The first approach is to apply the same digcaint rule
for the two sub-populations. The second approach is to agtimnew rule for the second subpopulation. The first apprdaes
not take into account differences between sub-populati®hs second is not reliable in cases of few available indiaigl from
this second subpopulation. Our approach to get a rule fasebhend sub-population consists of different models ofidistnce of
the original rule (e.g. a linear function correspondinghte Anderson scoring). The parameters of these models ameaést on
the basis of individuals from the second subpopulationngsome real data we realize some simulations to compareciels
of disturbance.

#82: Estimating the logistic auto-logistic model with missing @ta: some simulation results

IS Giuseppe Arbia@University of Trento)yta
C0-AULNOTS . et Marco Bee, Giuseppe Espa

Most techniques for missing-data have to be modified to take of the features of spatially dependent data. Sever hewe
been developed, according to the estimation methodolbgyature of missing data and the goals of the analysis. Rgeemew
algorithm for the estimation of the parameters of a LogiAtito-logistic Model has been proposed when some valuesdétiget
variable are missing but the auxiliary information is knofenthe same areas. This is a Monte Carlo EM algorithm in thepse
of Maximum Pseudo-Likelihood Estimation (MPLE). WithinigHframework, we perform a simulation study of the properté
the MPL estimators. Although the asymptotic distributierkihown to be normal the explicit formulae for the covariantarix
are complicated and therefore Monte Carlo techniques apoged. Moreover, the information-based approximatiostahdard
errors depends on both the number of areas and the percarftaggsing data. The behavior of the estimators as the p&rgen
of missing data increases is considered. The conditionsrumldich the algorithm breaks down are investigated.

#59: Optimal sample co-ordination
PrE S . e Alina Matei@University of Neuchatel, Switzerth

Sample co-ordination regards maximization or minimizatid the overlap of two or more samples selected from oventepp
populations. It can be done for designs with simultaneouseguential drawings of samples. We describe a method to make
sample co-ordination in the former case. Let us considecdise where units are to be selected with maximum overlaj tsim
designs with given unit inclusion probabilities. The gtiabf the co-ordination is measured through the sample ageslhich

is usually random. The expected overlap is bounded by thieakdounds, which depend on the unit inclusion probabégit

We are interested in the theoretical upper bound called liselate upper bound. If the expected overlap equals thelwbso
upper bound, the sample co-ordination is maximal. Most efittethods given in the literature consider fixed probabdégigns.

Yet, the absolute upper bound is not always achieved. Weogei construct optimal probability designs for given imgtusion
probabilities in order to realize the maximal co-ordinati®@ur method is based on some theoretical conditions ohgoatability

of two samples and on the controlled selection method witkdi programming implementation.

#80: General framework for the rotation of units in repeated survey sampling

PrESEN el L efislava Nedyalkova@Universite de Neuchatel, Switzdrlan
C0maULNOIS . . ottt e e Lionel Qualite, Yveslé&il

The negative coordination of samples is one of the mostenhgithg theoretical problems faced by statistical instgutThere is

a number of existing solutions that try to resolve it. Our @nto provide the core of a general theory that integratesrhim
existing solutions. First, we review the classical sangpliesigns and give a sequential algorithm for each of thenxt, Nee
present the most commonly used methods for negative caiiolim the Brewer method, the method of permutation of ramdo
numbers, and the burden method. For each method, we contfgutengitudinal sampling design and give its properties. We
also show that it is possible to compute the cross-sect®arabling designs and in some cases even the joint samplgignde
Finally, we present a general method that allows us to applpst any cross-sectional design with a given longitudéyatematic
design. However, the cross-sectional design should beeahjgit each step, on the conditional selection probadslitivhich will
result in a progressive loss of control over the cross-seatidesigns. This difficulty sheds light on the antagonigtween the
requirements for the cross-sectional design and thosédédongitudinal design.

CS08 Room: B217 TERM STRUCTURE RISK, AND MONETARY POLICY Chair: Mario Padula

#194: Real time estimation of potential output and output gap for the euro area

PresSeNnter: . . Gian Luigi Mazzi@European Commission, Luxembourg
Co-authors. . ..o Matthieu Lemoine pRaMonperrus-Veroni, Frederic Reynes, Xavier Timbeau

In economic theory, fluctuations can be viewed as deviatimm kither the trend or from the potential output. Althouglthbviews
seem to be quite similar, their policy implications are vdifferent, especially concerning the role and the scopéatfilssation
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policies. Empirically the distinction between the two veelaecomes more complex. Purely production function baspbaphes
correspond to the second view of cyclical fluctuations. Ruraivariate filtering techniques are in line with the firsteo When
considering multivariate models, such as unobserved coemoones or structural/non-structural VARs, the integiren of

estimated cycles as output gap or trend deviation, dependbleopossibility of imposing restrictions and on their emmic

soundness and interpretability. In this paper we present#parison of alternative multivariate estimations of ptisd output
and output gap based on euro area data. Particular attesfiaid to the issue of data availability and to computati@spects.
Both theoretical and empirical characteristics of estadgiotential output and output gap are analysed. Moreovegonduct a
real time simulation to assess and compare the stabilititerirative models. Finally, we suggest the most approprabdels in
relation to the specific goals of business cycle analysi&ypmaking and forecasting.

#170: Weighted expected shortall estimators

PrE SNl . .o o Franco Peracchi@Tor Vergata Universiglylt
Co-aUTNOrS,. . . oo Samantha Leorato, Andrei Tanase

Given a financial asset, the Expected Shortfall (ES) is tleessme loss that one can suffer, conditional on the loss dkugé¢he
Value at Risk (VaR). Unlike the VaR, the ES is a coherent meastirisk. In this paper, we extend the concept of ES to allow
for observed covariates and to incorporate subjectiviudts toward extreme negative events. The key idea is tagwdosses
by replacing the original distribution function of assetras with a new one that subjectively reweighs extremeslas#/hen the
weighing is uniform and the distribution of asset returnsarditional on observed covariates, we obtain the ordinanditional

ES discussed by Peracchi and Tanase (forthcoming). Wentnesmgous estimators of the weighted conditional ES andysteir
asymptotic properties. We also present an empirical agijbic that compares the risk associated with national Stobdéxes in
European countries to the risk associated with EuroStodtexinseen as benchmark.

#103: Monetary policy and exchange rate interactions. New empirial evidence

Presenter. . ..o e I# Bjornland@Norwegian School of Management, Norway
C0-aUINONS: . . Jorn Inge Halems

This paper analyses how monetary policy responds to exehatg movements in six small open economies; Australiaadan
New Zealand, Norway, Sweden and the UK. We address this issing a structural vector autoregressive (VAR) model, that
is identified using a combination of zero and sign restritdioOur suggested identification allows for a simultane@astion
between the variables that are observed to respond intsatdaiews (the interest rate and the exchange rate), buttaiaithe
Cholesky recursive order for the traditional macroecomowvairiables that are observed to respond with delay (ouipildétion
etc.) to economic shocks. Doing so, we find there to be gréataation between monetary policy and exchange rate mavisme
In particular, an exchange rate shock that depreciatesxitieange rate with one percent increases the interest raitepact
(within a quarter) with 20-40 basis points. Turning to mamgtpolicy, we find the impact on the exchange rates to be riaiait
and consistent with Dornbusch overshooting. In partic@amontractionary monetary policy shock that increasegtieeest rate
with 100 basis point, appreciates the exchange rate by pesebntages. Following the initial effect, the exchange tiaereafter
gradually depreciates back to baseline consistent with UIP

CS11 Room: E003 OPTION PRICING Chair: Zdenek Hlavka

#51: On extracting information implied in options

PreSeNter: . o e Milos Kopa@Charles University in Prague, Czech Republic
Co-aUtNOIS: . . Michal Benko, Matthias Fengler, Wolfgang Hardle

Options are financial instruments with a payoff dependingutare states of the underlying asset. Therefore optiorketar
contain information about expectations of the market pigdints about market conditions, e.g. current uncertaintthe market
and corresponding risk. A standard measure of risk cakediffiom plain vanilla options is the implied volatility (IVYhe IV can
be understood as an estimate of the volatility of returnsifiare period. Another concept based on the option markéte istate—
price density (SPD) that is a density of the future stateb@funderlying asset. From raw data we can recover the IV ifumbty
nonparametric smoothing methods. Smoothed IV estimateatingard techniques may lead to a non—positive SPD whiddtem
no arbitrage criteria. In this paper, we combine the IV srhimgf with SPD estimation in order to correct these problekie.
propose to use the local polynomial smoothing techniques d&lagance of this approach is that it yields all quantitiesded to
calculate the corresponding SPD. Our approach operatg®nithe IVs-a major improvement comparing to the earliertimsiep
approaches moving through the Black—Scholes formula flaptices to IVs and vice—versa.

#25: Monotonicity of pricing kernels

PresSenter. . ..o omRan Timofeev@Humboldt Universitat zu Berlin, Germany
C0-aUINO S, . oot e Yuri Golubev, Wolfgang Hardle

The behaviour of market agents has been extensively studtésk averse behaviour which has been described via a cencav
utility function, is considered to be a cornerstone of dlzsconomics. Agents prefer a fxed profit over an uncexthoice with
the same expected value. However, lately there has beensaecable discussion about the reliability of this apploalt has
been shown that there is a reference point where marketytilictions are convex. In this paper we have constructestto
verify uncertainty about the concavity of agents’ utilitynction by testing the monotonicity of empirical pricingkels (EPKSs).
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A monotone decreasing EPK corresponds to a concave utilitgtion while non-monotone decreasing EPK means non-avers
pattern on one or more intervals of the utility function. Wedstigated the EPK for German DAX data for years 2000, 20@2 a
2004 and found the evidence of non-concave utility fun&idfO hypothesis of monotone decreasing pricing kernel ejgsted

at 5% and 10% significance level in 2002 and at 10% significew in 2000.

#146: The economic value of the Fourier estimator of the integratd covariance in terms of dynamic portfolio management

PrE S . . Simona Sanfelici@University of Parmalyita
Co-aUtNOrS. . . Maria Elvira Mancino, Elena Rapini

The availability of large high frequency financial data geitentially provides a rich source of information abouteagsice dy-

namics. Specifically, nonparametric variance/covarianeasures constructed by summing intra-daily return datg (ealized
variances and covariances) have the potential to provideaeeurate estimates of the underlying quadratic vanadiad covari-
ation. These measures, however, have been shown to beweetwsitnarket microstructure noise inherent in the obsengsbt
prices. Moreover, it is well known that the non-synchratyitéads to a bias towards zero in correlations among stackseasam-
pling frequency increases. Motivated by many consequerfabe effect of non-synchronous trading (estimation obbdor asset
pricing, index autocorrelation, lead-lag patterns) a nenaf alternative covariance estimators have been propogked literature,
such as the Hayashi -Yoshida estimator (HY) and the Fousiémator. We consider the gains offered by the Fourier ettim
from the perspective of an asset-allocation decision prablWe study the forecasting power of the Fourier estimatdraher

alternative realized variance measures in the context shportant economic metric, namely the long-run utility af@nditional

mean-variance investor rebalancing his/her portfolidcvgseriod. We show that, when suitably implemented, the lEoestimator
carefully extracts information from noisy high-frequerasset price data for the purpose of realized variance/emee estima-
tion and allows for non-negligible utility gains in portiolmanagement. We construct daily variance/covariandématgs using
the Fourier and the HY methods, as well as estimates obtaiypeding conventional (in the existing literature) 5- andriiute

intervals and optimally sampled continuously-compoungdrns for the realized measures. From each of these segeterive

one-day-ahead forecasts of the variance/covariancexnatrconditional mean-variance investor can use these &stedo opti-
mally rebalance his/her portfolio each period. We complagdrivestor’s long-run utility for optimal portfolio weigé constructed
from each forecast. The analysis is conducted both througiht®ICarlo simulation and through market data.

CS45 Room: AUM VALUE AT RISK AND VOLATILITY PREDICTION Chair: Marc Paolella

#219: A skew-normal Markov-switching GARCH process with applications to financial risk assessment
PresSENter. . o Markus Haas@University of Munich, Germany

Markov-switching GARCH (MS-GARCH) models provide an attiree framework for modeling the distribution of asset retui

The model class can capture most of the characteristicriesatf asset returns, while conditional normality withie ttegimes
is preserved. This, along with CLT arguments, is deemedtaactive property. In the framework of these models, asytrig®e
are usually captured by allowing for different regime-sfieeneans, so that the overall mixture distribution featus&ewness.
However, this introduces autocorrelation of raw returnsisnay not be desirable, since (a) it becomes impossiblsémthngle
the asymmetries from the autocorrelation properties afrnst and (b) many return series exhibit significant skewres no

autocorrelation. In this paper, we introduce skewnessthedVS-GARCH model by taking the regime densities as belantp

the class of skew-normal densities. This distribution,leseharing many of the properties of the normal, allows favwakess of
a degree sufficient for most asset returns, and it can bepheterd as a perturbed Gaussian. Its appearance can alsplamect
by some kind of pre-asymptotic behavior in stock marketsagplications to stock index returns the model shows a ctamglg

strong performance.

#143: The Gaussian mixture dynamic conditional correlation modé Bayesian estimation, value at risk calculation and
portfolio selection.

PrESEN el . . M. Concepcion Ausin@Universidad Complutense, Spain
(@0 T 11 |1 T P Pedro Galea

A multivariate generalized autoregressive condition&fwscedasticity (MGARCH) model with dynamic conditionatrelations
where the vector of innovations is assumed to follow a mxfrtwo Gaussian distributions is analyzed. The Gaussiatunai
distribution postulates that a large number of multivarismnovations are generated from a Gaussian distributidim avsmall
covariance matrix, while a small number of multivariatedaations are generated from a Gaussian distribution witirgel co-
variance matrix. It is shown that this specification jointth a MGARCH model with time varying correlations, can aagt
the stylized facts usually found in multivariate returnsference on the model parameters and prediction of futuiailites is
addressed using a Bayesian approach via a Markov Chain Mgarte (MCMC) method. Furthermore, the proposed methodol-
ogy allows us to obtain point estimates and predictive vatisrfor the Value at Risk (VaR) of a given portfolio, whichsisongly
affected by the specification of a convenient innovatiortritistion. Finally, the proposed approach also provideseshiod for
selecting portfolios with a low out-of-sample conditionakiance. The good performance of the proposed methoddaodys-
trated via Monte Carlo experiments and the analysis of tlilg dasing prices of the Dow Jones and Nasdaq indices.
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#118: Forecasting realized (co)variances with block Wishart aubregressive model

PrE SN . Matteo Bonato@University of Zurich, Switzertan
CO-aULNOTS: . e Caporin Massimiliano, Ranaldo Angelo

The increased availability of high frequency data provides tools for the forecast of variances and covariancesdmtassets.
However, the recent realized (co)variance models maysinéfien a curse of dimensionality problem similar to that ofltivariate
GARCH specifications, with the need of strong parameterictisins, or may lead to non-interpretability of model dogénts
given the introduction of matrix log or exponential funect®o Among the proposed models, The Wishart Autoregressoaem
analyzes the realized covariance matrices without anyicish on the parameters maintaining coefficients intetgdoility. In
fact, the model under mild stationarity conditions proggesitive definite forecasts for the realized covarianctiogs. Within
this paper we propose a restricted parameterization of tlsbait Autoregressive model which is feasible even withrgdaross
section of assets. In particular, we assume that the assgsee-covariances have no or limited spillovers andttiet dynamic
is sector-specific. We present an empirical applicatiortas portfolio risk evaluation.

#110: Bayesian analysis of continuous superpositions of non-Gasian Ornstein-Uhlenbeck processes for volatility estima
tion

PrES BNt E . . . Jim Griffin@University of Kent, UK
(@0 T 11 1 0] Mark 8te

Stochastic volatility models are a popular way to model thg deturns of assets. We concentrate on modelling the irlati
process by a class of non-Gaussian Ornstein-Uhlenbeckgses. These processes evolve through jumps with expaindetay
between jumps whose slope depends on a single parametenciihdata is not well-fitted by a single Ornstein-Uhlenb@aU)
process but a superposition of two OU processes has beemdbdve able to capture many of the observed properties oéthes
time series. This paper is concerned with fitting a contisusuperposition of OU processes using MCMC. This process has
several attractive properties above a discrete supeigosdr the volatility process: 1) the model can be interpdeas allowing
each jump to decay at an individual rate and 2) the procest@aslong memory which is considered important for modgllin
volatility in many applications. We fit a model which allowsth long and short memory with a leverage effect using Bayesi
methods and consider nonparametrically estimating thégistribution of the continuous superposition to allmference over

a wide-range of autocorrelation functions. The methodsllastrated on the Standard and Poors 500 index.

#149: Bayesian parsimonious estimation of factor stochastic vatility models
PrES N el . o Dimitris Korobilis@University of Strathclyd&K

In this paper | develop a complete Bayesian treatment ofitteaut factor stochastic volatility model with latent factpowhich
proves to be essential in order to preserve parsimony wheenumber of cross section in the data grows large. | introduftexi-
ble prior distribution which allows to carry out restriatisearch on the parameters of the factor model, and | use dameased
alternative to evaluate the cross sectional restrictioggeasted by the APT. A mixture innovation model is also psagbwhich
generalizes the standard stochastic volatility specifinaind prevents the overparameterization problem thabcemr with large
datasets. | show how to use the mixture innovation modeltithdaoth gradual and abrupt changes in the stochastic ewolot
the covariance matrix of financial data. This approach hastilitional advantages of dating when large jumps in \litatiave
occurred in the data and determining whether these jumpat@iteuted to any of the factors or the innovation errors.

CS46 Room: ALG LEVERAGE, CREDIT MARKETS, FINANCIAL INTEGRATION Chair: Lynda Khalaf

#96: An econometric analysis of fractional models to credit riskpricing

PrES BN e . . . o Giovanni Urga@Cass Business School, UK
C0-aULNO S, . ot e Arturo Leccadi

In companion papers, we propose a fractional version of twl-known credit risk pricing structural models: the Mertand
Black and Cox models. We assume that the value of the firm ab&eometric Fractional Brownian Motion. Prices for the ggui
the bond and credit spreads are derived and a sensitivitysasizgs performed. To provide a justification for these medmm this
paper we present a comprehensive empirical analysis usgent development in long memory literature. We apply esion

and testing procedures to test for fractional integratiod factional cointegration. We employ two different datas Constant
Maturity Yields and Moody’s Long-Term for the period Decesnld992-November 2003 Corporate Bond Yield Averages and
Lehman Brothers Eurodollar Indices covering the perioceL§96-July 2006. Long memory properties of Treasury angarete
bond yields as well as credit spreads are thus investigated.

#58: The impact of political party convergence on tests of finaneil integration

PrESEN e, . . o Marie-Helene Gagnon@Universite Laval, Canada
C0-aULNOIS: . .t Marie-Claude Beaulieu, Khalaf Land

In this paper, we study financial market integration in Néxtherica using the international Capital Asset Pricing mM¢i2APM).
Moreover, we study the impact of political party convergeion financial market integration. A rejection of the hypsiheof
integration may be due to either a rejection of the undeglyimodel or a rejection of the hypothesis of integration. Vée alddress
three further econometric problems associated with theRIIAFirst, the associated likelihood function is irregukeading to
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imperfect maximization. Second, the model may be localigaat unidentifiable for the null hypothesis tested. Thiidce
many portfolios are often used in practice, dimensionglitgblems may often lead to serious size problems in finitepsanTo
solve these problems, we extend Fieller's method to thextetamework under consideration. Preliminary resul@vskthat the
ICAPM is not rejected for the 1984-1993 period but is howeeggcted in the 1994-2003 sub-sample. The integration thgsos
is rejected for the first sub-period; the model is howevexatejd in the second sub-period, which reveals specificatidriemporal
instability problems and precludes a general conclusieésan regarding financial integration. Nevertheless, we fhat political
party convergence does not affect the degree of financiegiation.

#121: Statistical arbitrage between CDS and CMCDS markets

Presenter: . ... e Radu Tunaru@City University, CASS Business School, UK
C0-aUINOrS. . . Giovanni Urga, Arturo Leccadit

In order to hedge away credit default risk a market partitipaay use the more standard credit default swap contradteor t
alternative constant maturity credit default swap contrddie premium is a fixed spread for the former and linked to atifig
spread for the latter. Since the CMCDS price is sensitivesooimuch to the level of credit spreads but to the shape of the
credit curve one may ask whether non-arbitrage CDS markeéstallow paired trades with CMCDS contracts such thatudefa
risk is eliminated but profit is generated. Hence one coulg erplore the idea of statistical arbitrage. This paperl@qgs
trading strategies to identify possible imbalances thghtiave existed in the credit markets, during the period. 2206, when
pairing CDS and CMCDS on the same obligors. To this end, & ldegabase of single-name CDS premia is used to produce the
corresponding CMCDS prices, derived by implementing commarket models. It appears that, in general, it would haes be
more profitable to sell CDS and to buy CMCDS, since at least 86%e names analysed had a negative cumulative net trading
profit/loss over the 5 years period considered.

#70: Analysis of nascent firms’ conditional leverage distributbns

PresSENnter: . . Marcel Voia@ Carleton University, Cdna
C0-aUINO S . oo e Kim Huynh

Using a unique administrative firm-level database of Caaradianufacturing firms, this paper analyzes the probaliétysity and
cumulative density functions of debt-to-asset ratios lmér time and between cohorts. Several important issueadahessed:
Firstly, we test the degree of heterogeneity for the levedisgtribution and its evolution over time by estimating xtmie of pdfs.
Secondly, an analysis of conditional CDFs will identify tiheustries that start with higher leverage ratios. We usts tor first,
second, third order stochastic dominance to determineiétfs significance difference between two conditionalithistions. We
improve the properties of these tests by allowing the nslrifiution to involve nuisance parameters. Using the eggohnuisance
parameters obtained from the first stage of the analysisnwhee mixture distributions are estimated, we determinectfieal
values of the tests by employing a Monte Carlo method. Thilcohort analysis is used to test the impact of differeitiain
conditions on the distribution of leverage. The findingsho$ analysis are important for policy makers as credit cioos at a
given time may impact the degree of heterogeneity of levedastribution with implications to selection of firm entny $pecific
industries.
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CS34 Room: B013 FINANCIAL MARKET ANALYSIS Chair: Alessandra Amendola

#129: The linear replication model in the cross-section of expeed stock returns: evidence from Polish stock exchange

Presenter: . ... Anna Czapkiez@AGH University of Science and Technology, Poland
C0-AUINO S . . oot Wojciech Maslo

In the testing of CAPM and ICAPM models the problem of erriors/ariable appears. To omit this problem some assumption
about the relation between the random error variances ahtiael from which we estimate market beta and of the model from
which we estimate risk premium was done. In this paper, wegmteanother approach to testing of ICAPM parameter sigtiidic
without additional information. We consider the model wére replications dependent and independent variables ab to
calculate consistent estimators. The ultrastructurarsfin-variable model where all the random error variarenesunknown

is discussed. We accept the assumption of variances ofasfdhe cross sectional model dependent on portfolio indexwe
introduce homoscedastic errors indexed by time. In thisdirfunctional relationship using the maximum likelihoodthod we
calculated the time-consistent estimators of unknownrpatars and significance tests. The empirical studies cax@stages:
the first one checks the influence of beta and fundamentalbias on portfolio returns separately and the other - sanefusly.
This approach was compared with other approaches. Nurhéata from Warsaw Exchange Stock were used for simulation
studies with portfolio defined either by WIG Index and Fiscimetex.

#82: Modelling stock market correlations between new EU member sites and the Eurozone

[ (STST= 1 =Y Nektarios Aslanidis@University Rovira Virgili, 8m
C0-aUNO S . . oot Christos $av

This paper aims to assess the degree of stock market integbstween the three largest new EU members (Hungary, teeiCz
Republic and Poland) and the Euro-zone. We estimate timgrgacorrelations in the stock markets using the recerglyetbped
smooth transition conditional correlation (STCC) and deud®T CC models (Silvennoinen and Terasvirta, 2005, 2007/Bamkden
and Jansen, 2005). This framework allows the conditionaktations to change smoothly over time, and thereforeygeaiseful
in capturing the effects of increasing integration of stowkkets. For each country we consider market level as wélleasectoral
level data during January 1999 - November 2007. The reshé® shat at an aggregate level, for all three Eastern Europea
markets the estimates point to a considerable increaserelatons towards the end of the sample. The increase iiyagarket
integration is also supported to a large extent by the aizabtsthe sectoral level. Despite the increase in correlatiin the
majority of cases sectoral correlations are still lowenthi@se at the aggregate level. The implication of this tdsulportfolio
diversification is that sectors in Eastern European manketg provide larger diversification opportunities than tiggragate
market.

#98: Empirical evidence from the Greek stock market on the Fama-Fench three factor model
PresSeNnter. . .o Panayiotis Artikis@University of Piraeus, &ce

In the past years, in the finance literature internation#tigre has been an increased attention to the Fama & Frereghfdctor
asset-pricing model (3FM). The vast majority of this engaliresearch has been conducted using data mainly from th&héS
objective of the present research is to examine empiritayFama & French three factor asset pricing model using fdata
the Athens Stock Exchange over a time period from 1995 to 28p6cifically, the study examines whether the behavioraufkst
prices of Greek listed firms can be explained by a size faa®gescribed by the market value of equity, and a value faasor
described by the ratio of book to market value. The signifieaof the present study is that it adds to the sparse literatfur
the ability of the 3FM to explain stock returns of Greek firmisie sample consisted of all listed companies in the AtheaskSt
Exchange and it included a total of 2,621 companies for theyéar period with the smallest contribution from 1996 wi
companies and the largest from 2003 with 306. The resultheostudy showed that the average return of high book to market
portfolios is greater that that of low book to market poiitisl Furthermore, the average return of the small markeevabrtfolios

is greater that that of the high market value portfolios fibtlee book to market portfolios. Overall the results of fhresent
study showed the superiority of the 3FM over the CAPM in eixjiey the observed stock returns in the Athens Stock Exabang

#218: Forecasting Euro area private consumption using economicesitiment indicators
PresSeNter. . TazaCesaroni@ Tresury ministry of economy and finance, Italy

The empirical literature on monitoring and forecastingsionption, mainly focuses on the use of consumer confideliesitors
to improve short term forecasts. The aim of this paper is twide accurate forecasts of Euro Area private consumptsamgu
economic sentiment indicators coming from European Comioristendency surveys. Economic sentiment indicatorsaagelly

used as short run policy indicators since they act as leddufigators of the aggregate economic situation. For trasaa this
paper explores whether considering Euro area economiigreanttindicator can furthermore improve short term privaasump-
tion forecasts. To this end we compare the out of sample dstery performance of different VAR models. The resultsistiwat

the specification including the euro area economic sentiineliicator gives better outcomes in terms of RMSE critenantthat
one comprising traditional consumer confidence indicaitre use of quantitative data such as retail trade and castratons
also helps to forecast consumption but only in specificationluding sentiment indicators.
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CS35 Room: B103 COMPUTATIONAL ECONOMETRICS- 2 Chair: Lynda Khalaf

#234: Bootstrapping methods for causal analysis of time series da

PrE S . o oo e Roy Nitze@Bielefeld University, Gernyan
C0-AULNOTS . . ettt e e e Pu @he

There have been several proposals for searching withiainertasses of causal structures, which can circumvent kipablems
by adopting methods from the artificial intelligence and hiae learning literature (e.g. Pearl’'s method for analgsid represen-
tation of recursive systems by directed acyclical graphsgse methods seek to reveal an influence structure betheemetmbers
of a set of variables by successively testing for conditiomdependencies. From the accepted and rejected indepeafladings

a network of presumed causal relations is formed and a joaftgbility distribution thereby represented is deterrdiaterwards.

A heuristic and most frequently approximate search thrahghspace of candidate networks should give the structute the
most similar joint distribution. The promising concept bése approaches is sometimes undermined by the fact tyeisheme
i.i.d. observations of the considered variables. In mamnemics we usually have to deal with observations of randarables
for only one or — at most — a few agents. Thus there is time &traén the data which has a meaning of its own in explainirg th
progress of the system and therefore must not be ignoree iprtess of causal analysis. Alternatively one can rediera/hole
set of observations as a sample of size 1 from the true undegrjgint distribution. This would entirely preserve thédrmation
concerning the time dimension but the causal structurt taanot be estimated due to lack of observations. Insteadwggest

a way to reach both: retaining time structure and sufficiantge size. By the assumption that each directed influenwveckea
members of a set of variables dies out or reduces to an ifisigmni size after a finite number of periods, blocks of conteeu
observations can be choosen, that contain the relevanstimeture as well as the "other” causal influences. Bogipirey these
blocks delivers a sample of reasonable size for the purpbfeding the best network in the sense outlined above. The&ebas
approach is extended by relaxing the functional form ofgitasd linear models to generalized linear/additive modéigh allow
for a wider range of causal dependence. An empirical agmicaf the methods with monetary policy data completes thtéree

of capabilities of our approach and suggests further lifiessearch concerning the complexity of most economic pimeama.

#77: Finite sample properties of the dependent bootstrap for coditional moment models
PresSeNnter: . . Rachida Ouysse @University of New South Wales, Australia

Motivated by the tractability of its asymptotic propertee®d its ease of implementation, GMM was previously intrelfor esti-
mation and inference in nonlinear rational expectation e&dr his paper examines the extent of size distortion o&#iyenptotic
approximation and investigates the small sample refinesradrihree dependent bootstrap methods in the context ofioguison
CAPM. We study the distribution of GMM statistic for over idying restrictions and compare the size distortion urigleck-,
Markov-, and Stationary bootstrap. We find that the bogtstretperforms the asymptotic chi-squared approximatigandess of
the blocking rule. Using Fast bootstrap methods, we idgstifipirical patterns in the rejection probability as a fimef sample
size, block size and nominal level. We find that the Statiprmnotstrap is almost always dominated by the Block bogtstra
Although the Stationary bootstrap enjoys relatively lowmsvity to the choice of block length, this advantage dirshes with
sample size and number of instruments.

#62: In-sample and out-of-sample bias in large scale data miningevidence from trading rule performance

PrES BN e . . Qingwei Wang@ZEW GmbH, Germany
C0-AUINO S . . .ottt Pei Kuang, Michael Schroder

Classical tests usually find more than 3,000 profitable migadilles from a universe of 25,988 strategies, but on avdesgethan
10 remain significant after correcting for data snooping bM/e show this by implementing two stepwise bootstrap tekish
formally account for the data snooping bias. These testblens to show how many satisfactory results are genuine and h
many are spurious. Our findings indicate rare evidence agtie efficiency of emerging FX markets. These findings apasb
to the inclusion of transaction costs, subsample analysisemaller universes of trading rules.

#247: Robust discriminant analysis based on partial least squaemethods

PreSENter: . .o Emilio Leton@Universidad Carlos Il de Madrid, Spain
C0-aUTNONS,. . . Daniel Pena, Rosario Romera

PLS was originally designed in the context of the predictibqg (g > 1) outcomes quantitative variablésin terms ofp (p > 1)
explanatory quantitative variabl&s to cope with the case > p and/or the presence of multicollinearity, being n the sansje.
The first application of PLS was done in multivariate timée®modeling. In the last decade PLS has been used in disatiion
problems, using dummy variables for the univariate resporiis use is justified by the relationship between PLS and.LD
However, with multicollinearity and/an < p, the algorithms used for PLS (NIPALS, SIMPLS, etc.) are obust in the presence
of outliers. So, several robust PLS procedures have begroged in the literature. In this paper, we propose a new tddiLS
method for discrimination by applying previous results domputing a robust estimate of the covariance matrix. Th@ach
is done by searching for outliers in univariate projectiofishe data, combining random directions (based on Stabebbo
estimator) and specific directions obtained maximizing mmimizing the kurtosis coefficient of the projected data.illustrate
our proposed method we present results from Monte Carloriempets and real data sets already analyzed by other authors
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CS39 Room: AUM FINANCIAL ECONOMETRICS- 3 Chair: Marc Paolella

#205: Response surface estimates for the augmented Dickey-Fulkest with lag optimization
PrESENt el . . Pui Sun Tam@University of Macau, Macau

In applying the popular Dickey-Fuller (DF) test for unit tdesting, an issue that arises is the finite-sample digtabiof the
test deviates from the asymptotic counterpart. Responfacsiestimates for the test and its augmented version (Aa¥g been
provided in the literature for calculating critical valuis any sample size and fixed lag order. However, it has beesnthy
demonstrated that the finite-sample distribution of the AB4t is sensitive to the lag optimization method employed,tae test
suffers from size distortion when the common practice of loiming a lag optimization rule in testing equation with therently
available critical values for hypothesis testing is folkmly We further demonstrate that the same problem pertaths fganel test
version when lag orders are optimized in individual teséggations and moments with fixed lag order are used in stdizd¢ion.
We add to the literature by providing a response surface/sisadf the ADF test with lag optimization based on variousowonly
adopted data-dependent methods, thus making availablarglcritical values and moments for empirical reseascimedrawing
more reliable statistical inference on time series and lpdate.

#128: Bias calculation and corrections of hccmes

PrES BN e . . . Mehmet Orhan@Fatih UN, Turkey
C0-AULNO S, oot Asad Zaman

It is well known that the classical Eicker(1963)-White(198CCME (EW) is biased (Chesher and Jewitt (1987)) in small-sam
ples, and several alternatives have been suggested iatliter The comparison of these HCCMEs under differentrggstis
inevitable but the complexity of the problem has inhibitedlgtical calculations, that is why most studies have detia simu-
lations. MacKinnon and White (1985) have compared HCCMER wiitnulation and concluded that the jackknife estimator had
outperformed the others. Orhan and Zaman (2000) increasedumber of HCCMEs and comparison criteria but their method
had also relied on computer simulation. This paper is amgtéo compare the biases of the prominent HCCMEs in a simple
regression setup, and proves that the orders of the biasdearemented by one when bias correction is applied. Wededweted

the jackknife estimator of Efron (JA) (1980) and the HCCMEaduced by Horn, et al (1975) (JA) to focus on, since theyehav
outperformed the others in our preliminary studies. We madeof Taylor's Expansion to approximate the biases of JAHIDA
and prove the improvement by bias correction. Finally, vieldsh confidence intervals constructed with HCCMEs awdt thias
corrected versions to demonstrate how close these estineetiee true values are.

#206: Testing for right, left and overall excess kurtosis in finangal variables
PrES N . . . e Anna Maria Fiori@University of Milano-Bicocca, ltal

Despite its widespread usage, the conventional testtstets leptokurtosis (gamma2 in standard notation) ssffeom various
weaknesses. Based on the standardized fourth moment, gaimmdremely sensitive to tail outliers and is not easitgiipreted,
particularly in the asymmetric case. In this study, we ssgg#ernative tests for right, left and overall excessdsig. Based on
a kurtosis curve, the tests apply to both symmetric and astnordistributions, their interpretation is clear andytipeesume the
existence of first moments only. Applications to daily assairns (market indices and individual stocks) show thattfoposed
tests give both a more reliable and a more sophisticatedrpicf the kurtosis risk embedded in the data

CS40 Room: EO03 MULTIVARIATE FINANCIAL ECONOMETRICS Chair: Yasuhiro Omori

#232: Tests for vector error correction model when the errors are teteroscedastic
PrESENtEr . . . Hamdi Raissi@University of Lille 3, Franc

We study the asymptotic behaviour of the reduced rank estinad the cointegrating space for vector error correctioretseries
models with dependent and heteroscedastic innovationsal$econsider estimators of the adjustment and short rianpeters
in this framework. It is shown that the distribution of theiemtors of the adjustment space and of the short run paeasean
be different for models with iid innovations and models wdtpendent heteroscedastic errors. We propose a portrodagtdor
checking the adequacy of the autoregressive order whidlfaigtad in our framework. We also study the asymptotic betanof

the standard likelihood ratio test (LR) statistic to test tvintegrating rank. It is shown that the test statistidlfiercointegrating
rank have the same asymptotic distribution as for in thedstethcase when the errors are moderately heteroscedastistudsy
the finite sample performance of the tests by mean of Montl@aperiments.

#233: Monetary policy interdependence between the ECB and the Fedhe Taylor rule based VARX and VECM

(=TT 1 =Y Yuhua Cui@University of Hohenheim, Germany
C0-aUINONS: . . Ansgar Bzl

In this paper, we analyse the monetary policy interdepecelbatween the European Central Bank (ECB) and the FedesahRe
(Fed) for the period 1999-2006. Two models are specified fiopigcal tests: a VAR with exogenous variables (VARX) and
a vector error correction model (VECM). In the VARX model, Yok for a long-run interdependent relationship betweean th
interest rates of the two currency areas, and specify thioiT&ule terms as exogenous variables. In the VECM, we reghrd
the variables as endogenous, and look for long-run equitibrelationships among them, which may reveal monetaricyol
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interdependence. Weak exogeneity is checked in both méatedspossible leader-follower relationship. The empirfesults of
both models indicate interdependence between the dolthtreneuro interest rates, but only the VECM further mordftesta
leader-follower pattern between the ECB and the Fed.

#154: |s double trouble. How to combine cointegration tests

PrESENtEr. . oo Christoph Hanck@Universiteit Maastricht, Nethada
C0-AUINO S . ottt Christiany®a

This paper suggests a combination procedure to exploitriperifect correlation of cointegration tests to develop aesnpowerful
meta test. To exemplify, we combine system based and rddidead tests. Either of these underlying tests can be maverpd
than the other one depending on the nature of the data-gemepaocess. The new meta test is at least as powerful asdhe m
powerful one of the underlying tests irrespective of the/veature of the data generating process. At the same tim&eywumeta
test avoids the size distortion inherent in separatelyyapglimultiple tests for cointegration to the same data setapplication
of our procedure to a large set of published cointegratists iddustrates the practical usefulness of our approach.

#178: A no arbitrage fractional cointegration analysis of range tased volatility

o (=S ] (Y Eduardo Rossi@University of Pavialylta
C0-AULNONS: . . et Paolo Santucci de Maggstr

It is well known that the spot and the future prices are reldig a no arbitrage assumption. In this paper, we show thatdhe
arbitrage assumption implies a particular relationshigveen the volatility of the spot and future prices. We coesithe range
based volatility measure, that is equal to the differendevéen the highest and the lowest log-price of a given dawiointg a
no arbitrage equilibrium relationship between the futurd the spot ranges. Moreover,we note that this relationlid f@ any
unbiased integrated volatility estimator, such as redlizgatility. The aim of this paper is twofold. First, we irsteggate the no
arbitrage relation between the volatilities of spot andifetprices, exploiting the Parkinson’s estimator as a noamatric daily
volatility measure. We analyse the long memory propertjhefrange-based volatility estimators, and we run a testrifyvee
possibility of fractional cointegration, that is a genealion of the concept of cointegration to any process otodj between
the logarithms of spot and forward volatilities. We follolaetapproach presented by Christensen and Nielsen, thdopeveno
step procedure when the processes are stationary with lengony, i.e. when the fractional integration order is betw8end
1/2. Second, we propose to model the dynamics of the twosseidea fractionally integrated vector error correction mioghe
FIVECM model), in order to explicity consider the no arbgearelation in a bivariate model for the spot and future Vittias.

CS41 Room: B104 ECONOMETRIC APPLICATIONS Chair: Christian Francq

#133: Semiparametric stochastic frontier models for clustered dta

PrES BN el o Luca Grassetti@University of Udinelyt
C0-AULNONS . . oo e Ruggero Bell

The theory of stochastic frontier functions for panel orstéwed data have been traditionally based on a paramepioagh,
leading in many cases to overparameterized model spemfisatThough some nonparametric and semiparametric agpgea
have been proposed, most of the existing proposals exluisiedack of model interpretability. The present work aimg&in
some degree of interpretability of the results, allowingffexible specification of the deterministic component @& thodel. Here
the flexibility is introduced as an additive term in a claakfoontier model specification, following the modern apgrb of mixed-
model formulation of semiparametric regression. The agpgii@mploys suitable spline bases for building a flexiblei§pation
of the production (or cost) function, where the coefficiasftthe bases are normal random effects. The frontier moa@sipation
is then completed by an asymmetric error component. In tesgmt work this term is assumed to have a half-normal digioib,
leading to a closed skew-normal distribution for the resgonFinally, the coefficient of the model are estimated byimam
likelihood, and the random effects estimated by a BLUP-meedure. The method is assessed by means of a Monte eahyp st
and illustrated by an empirical application with real detaw hospital productivity.

#47: Health and (other) assets holdings
PrESEN el . . Pascal St-Amour@University of Lausanne, Switzetlan
Co-aUINO S . . oo Julien Hugonnier, Florian Paigr

Empirical research has highlighted strong links betweerh#alth status and the financial one. Healthy agents tereltealthier,
with correlation running both ways. Moreover, agent in pleealth reduce the riskiness of their portfolios on favorajés assets.
Although these empirical facts have been well-establistiedr theoretical foundations are not well understoods paper focuses
on an asset allocation problem in which the agent can invelsisi health with a positive impact on his survival probaypiand
labor income. We characterize quasi-reduced form expmesgor the optimal portfolio, consumption and investmeniealth.
We show that a better health reduces risk aversion at thenaptiand induces more risky portfolios. Our model is estichate
structurally and reproduces many other salient featuréseodata.

#84: DSGE model of a small open economy: France
Presenter. . .. BilsBen Arfa@University of Nice Sophia-Aantipolis, France

In this paper we asses the effects and the transmission mientsof productivity shocks and imported energy shockshen t
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macroeconomic variables of a small open economy, Franceus&ea DSGE model for the French economy, and proceed in
several steps. As a starting point we study the cyclicalfestof the French economy, those of its main trading pastaed the
USA,; this exercise enables us to make comparisons betwegecd-and its European neighbours. Once the facts are shidli
we describe the model and its equations, check the steadyastd calibrate the parameters, analyse the impulse resamction
and the variance decomposition. Finally, we compare thesstal moments of order two of the model with those reldtethe
real facts in order to assess the validity of the model. Iteapp from our investigations, that the French cyclical abi@ristics
have a significant correlation with those of its main neigliso/Germany, Spain and Italy) which means that these desntr
have a synchronized business cycle, and are probably higrayngtric shocks. The France economy is also more vulnetable
technology shocks than to imported energy shocks. Indeeduptivity shocks explain 86 percent of output fluctuasiovhereas
imported energy shocks are only able to explain 14 percemioited energy shocks seem to be negligible as a sourcedoclirr
business cycle.
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