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Dear Friends and Colleagues,

We warmly welcome you in Limassol, Cyprus, for the Third nttional Conference o8omputational and Financial
Econometrics (CFE 09) and the Second Workshop of the ERCIM Working Grou@amputing & Statistics (ERCIM 09).
As many of you know, this yearly conference has been eshadlias a leading joint international meeting for the intefa
of computing, empirical finance, econometrics and statisiéind is endorsed by the journal Computational Stati&tics
Data Analysis (CSDA).

The conference aims at bringing together researchers autitponers to discuss recent developments in computtion
methods for economics, finance, and statistics in geneted. GFE 09 & ERCIM 09 programme consists of 98 sessions,
3 plenary talks and around 460 presentations. Peer revipagets will be considered for publication in special issfes
the journal Computational Statistics & Data Analysis.

The Co-chairs have endeavored to provide a balanced andating programme that will appeal to the diverse interebts
the participants. The local organizing committee hopesttigaconference venue will provide the appropriate envirent
to enhance your contacts and to establish new ones.

The conference is a collective effort of many individualsl amganizations. The Co-chairs, the Scientific Programme
Committee, the Local Organizing Committee, and many veerg have contributed substantially to the organization of
the conference. We acknowledge the support of our sporadsparticularly the CSDA journal, ERCIM, University of
Cyprus and Cyprus University of Technology.

Looking forward, the CFE 10 & ERCIM 10 will be organized by thendon School of Economics, UK, and Queen
Mary, University of London, UK. It will take place during treecond week of December, 2010. The CSDA Annals on
Computational and Financial Econometrics will be inautgdaluring the conference. You are invited and encouraged to
actively participate in these events.

We wish you a productive, stimulating conference and a mabierstay in Limassol.

Co-chairs: A. Colubi, G. Gallo, E.J. Kontoghiorghes (Chait Omori, D.S.G. Pollock, S. Van Aelst,
H.K. Van Dijk and P. Winker.
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ERCIM Working Group on COMPUTING & STATISTICS
htt p: // ww. dcs. bbk. ac. uk/ercim

AIMS AND SCOPE

The working group (WG) focuses on all computational aspet®atistics. Of particular interest is
research in important statistical applications areas a/ibeth computing techniques and numerical
methods have a major impact. The aim is twofold: first, to otidate the research in computational
statistics that is scattered throughout Europe; secontbtade researchers with a network from which
they can obtain an unrivalled source of information aboatrttost recent developments in computa-
tional statistics and applications.

The scope of the WG is broad enough to include members in @sariecomputing that have an impact

on statistical techniques and methods of data analysiaspkcts of statistics which make use, directly
or indirectly, of computing are considered. Applicatioriscomputational statistics in diverse disci-

plines are strongly represented. These areas include eécsianedicine and epidemiology, biology,

finance, physics, chemistry, climatology and communicatio

The range of topics addressed and the depth of coveragdigsttiie WG as an essential research
network in the interdisciplinary area of advanced compata and numerical methods in statistics.

The WG comprises a number of tracks (subgroups, teams) iougaresearch areas of Computational
Statistics. The teams act autonomously within the framkwbthe WG in order to promote their own
research agenda. The activities of the teams -includingareb proposals- are endorsed by the WG.
The teams are organizing sessions and workshops duringtaB VG meeting.

There is a strong link between the ERCIM WG, the ERS-IASC amdJiburnal of Computational
Statistics & Data Analysis.

Specialized Groups
Currently the ERCIM WG has approximately 300 members anddh@fing specialized groups:

MCS: Matrix Computations and Statistics.

CFE: Computational Econometrics and Financial Time Series.
SSEF: Statistical Signal Extraction and Filtering.

RDM: Robust Analysis of Complex Data Sets.

OHEM: Optimization Heuristics in Estimation and Modelling.
FSA: Fuzzy Statistical Analysis.

AlgSoft: Statistical Algorithms and Software.

SFD: Statistics for Functional Data.

FGen: Functional Genomics.

SEM: Latent Variable and Structural Equation Models.

You are encouraged to become a member of the WG. For furthemiiation please contact the Chairs
of the specialized groups (see the WG’s web site), or Erriobgs Kontoghiorghes at:
matrix@dcs.bbk.ac.uk.
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SCHEDULE

All events, except the closing dinner, take place at the GResort Hotel.

Thursday, 29th October 2009

09:10 - 09:20 Opening (Room 1)

09:20 - 10:10 Plenary Session A (Keynote talk by Neil Sheghar
10:10 - 10:50 Coffee Break

10:50-12:30 Parallel Sessions B

12:30 - 14:00 Lunch Break

14:00 - 16:00 Parallel Sessions C

16:00 - 16:30 Coffee Break

16:30 - 18:50 Parallel Sessions D

20:00 - 21:30 Reception

Friday, 30th October 2009

08:30-10:30 Parallel Sessions E

10:30 - 10:50 Coffee Break

10:50 - 11:40 Plenary Session F (Keynote talk by Christopioeid
11:50- 13:00 Parallel Sessions G

13:00 - 14:30 Lunch Break

14:30 - 16:10 Parallel Sessions H

16:10 - 16:40 Coffee Break

16:40 - 18:40 Parallel Sessions |

20:15 - 24:00 Conference Dinner

Saturday, 31st October 2009

08:45-10:20 Parallel Sessions J

10:20 - 10:40 Coffee Break

10:40 - 13:00 Parallel Sessions K

13:00 - 14:30 Lunch Break

14:30 - 16:30 Parallel Sessions L

16:30-17:00 Coffee Break

17:00 - 17:50 Plenary Session M (Keynote talk by Siem Jan Koy
17:50 - 18:00 Closing (Room 1)

19:15 - 23:45 Closing Dinner

MEETINGS AND SOCIAL EVENTS

SPECIAL MEETINGS by invitation to group members
e COST Management Committee meeting, Wednesday 28th of &gtiom 6, 17:00-19:30.
e CSDA Editorial Board Dinner, Wednesday 28th of OctoberPRe23:00.

e CSDA Editorial and CFE 10 & ERCIM 10 Co-chairs Meetigithea Restaurant, Grand Resort, Friday 30th of October,
16:15 - 18:00.

SOCIAL EVENTS

e The coffee breaks will last one hour each (which adds fifteen minutes beforeadtat to the times that are indicated in the
program).

¢ \\elcome Reception, Thursday 29th of October, 20:00. The reception is open to all registrants and accompanyéngpoms
who have purchased a reception ticket. It will take placbatenue Grand Resort. You must have your conference badge
in order to attend the reception.

e Luncheswill be served at thé\nthea Restaurant, Grand Resort. Lunch tickets can be obtained from the mragjish desk.

o Conference Dinner, Friday 30th of October, 20:15. The Conference Dinner will take place at the ve@nand Resort. The
conference dinner is optional and registration is requifedmall number of tickets can be obtained from the registnat
desk. You must have your Conference Dinner ticket in ordatteend the conference dinner.

e Closing Dinner, Saturday 31st of October, 20:00. The Closing Dinner will take place at a traditional resgantrwith live
music. The dinner is optional and registration is requireidkets can be obtained from the registration desk. Thedsuss
will be leaving from the the Grand Resort and Arsinoe Hotdl%il5, and from Mediterranean Beach Hotel at 19:30.
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GENERAL INFORMATION

Lecture Rooms

The paper presentations will take place at the veBuand Resort. There are ten lecture rooms. Two of them (Room 9
and Room 10) are in the first floor, while the other eight aréénground floor. There will be signs indicating the location
of the lecture rooms. For directions and help, please asleaegistration desk.

The Keynote talks will take place in the lecture Room 1, antllagt 50 minutes including questions. Chairs are requeste
to keep the sessions on schedule. Papers should be presetitearder they are listed in the programme for the conve-
nience of attendees who may wish to switch rooms mid-sessibaar particular papers. In the case of a no-show, please
use the extra time for a break or a discussion so that the némggpapers stay on schedule.

Presentation instructions

The lecture rooms will be provided with a PC and a computejeptor. The session chairs should obtain copies of the
talks on a USB stick before the session starts (use the éexdom as the meeting place), or obtain by email the talks prio
to the conference beginning. Presenters must deliver tegbsion chair ten minutes before each session the filesheith t

presentation in PDF (Acrobat) or PPT (Powerpoint) formaad#iSB memory stick.

The PC in the lecture rooms should be used for presentafitwesession chairs should have a laptop for backup.

Please note that Cyprus has identical plugs /power outdtset UK, and thus differ from those in the rest of Europe and
beyond. We cannot provide adapters, so please do not far¢gte your adapters if needed.

Internet
There will be limited access to PCs connected to the Inteméiwireless Internet connection near the Rooms 6-8.

Messages
You may leave messages for each other on the bulletin boatttlnegistration desks.

SPONSORS

Elsevier
ERCIM (European Research Consortium for Informatics anthitaatics)
University of Cyprus
Cyprus University of Technology
Queen Mary, University of London, UK
Birkbeck University of London, UK
Research Promotion Foundation, Cyprus
Central Bank of Cyprus
Hellenic Bank
Ernst & Young Cyprus Limited
CYTA
Cyprus Tourist Organization
Cyprus Airways

ENDORSED SOCIETIES & GROUPS

Journal Computational Statistics & Data Analysis, Elsevie
ERCIM Working Group orComputing & Satistics
COMISEF, Marie Curie Research and Training Network
COST Action IC0702 - SoftStat
The Society for Computational Economics
International Association for Statistical Computing
International Association for Mathematics and ComputerSimulation
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PUBLICATIONS OUTLETS

Journal of Computational Statistics & Data Analysis (CSDA)
http://ww. el sevi er. conil ocat e/ csda

Selected papers, which will be subject to peer review, vélcbnsidered for publication in a special issue, or in a eagskue
of the Journal Computational Statistics & Data Analysis.e fapers should contain a strong computational statisticdata
analytic component. Theoretical papers or papers withlsitiom as the main contribution are not suitable for the Eéxsues.
Authors who are uncertain about the suitability of theirgrashould contact the special issue editors.

Papers will go through the usual review procedures and willdcepted or rejected based on the recommendations ofitbesed
and referees. However, the review process will be streaahlio facilitate the timely publication of the papers. Papbat are
considered for publication must contain original unpuidid work and they must not be submitted concurrently to ahgrot
journal.

Papers should be submitted using the Elsevier Electrorfienfasion tool EES: http://ees.elsevier.com/csda (in B8 Blease
choose the appropriate special issue). All manuscriptgldhme double spaced or they will be returned immediatelyduision.
Any questions may be directed via email to: csda@dcs.bhlkac

e Selected peer-review papers will be published in the 6tkiapissue on Computational Econometrics of the Computatio
Statistics & Data Analysis. Submissions for the 6th speis®lie should contain both a computational and an econarnastri
financial-econometric component. The deadline for papemsssions is 15 December 2009. The special Issue Editors are
D. Belsley, C.W.S. Chen, C. Francq, G. Gallo, E.J. Kontogjfies and H.K. Van Dijk.

Selected accepted papers will be considered for inclusitmaCSDA Annals of Computational and Financial Econometrics.

e CSDA has already planned special issues for 2009-2010 dioltbeiing topics:

e Fuzzy Sets in Statistical Analysis.

Statistical Signal Extraction and Filtering.

Machine Learning and Robust Data Mining.
Quantile Regression and Semiparametric Methods.

CSDA Aims and Scope

Computational Statistics & Data Analysis (CSDA), the offlgournal of the International Association of StatistiCdmputing
(IASC), is an international journal dedicated to the disigrion of methodological research and applications inaieas of
computational statistics and data analysis. The thre@ssdtre divided into the following subject areas:

Computational Statistics Manuscripts dealing with: 1) the explicit impact of compste®n statistical methodology (e.g.,
Bayesian computing, bioinformatics, computational eeoewics, computer graphics, computer intensive infeadmtiethods,
data exploration, data mining, expert systems, heurjdtimavledge based systems, machine learning, neural neywoumer-
ical and optimization methods, parallel computing, stiatid databases, statistical systems), and 2) the developravaluation
and validation of statistical software and algorithms. t®afe and algorithms can be submitted with manuscripts aldev
stored together with the online article.

Statistical Methodology for Data AnalysisManuscripts dealing with novel and original data analytsteategies and method-
ologies applied in biostatistics (design and analytic méthfor clinical trials, epidemiological studies, statiat genetics, or

genetic/environmental interactions), chemometricssgifecation, data exploration, density estimation, desifjaxperiments,

econometrics, environmetrics, education, image analysésketing, model free data exploration, pattern recagmitpsycho-

metrics, statistical physics, image processing and rginestedures.

Statistical methodology includes, but is not limited tootstrapping, classification techniques, clinical trialata exploration,
density estimation, design of experiments, pattern reitiogfimage analysis, parametric and nhonparametric ntkthstatistical
genetics, Bayesian modeling, outlier detection, robustgudures, cross-validation, functional data, fuzzy stiatil analysis,
mixture models, model selection and assessment, nonlnedels, partial least squares, latent variable models;tstral equa-
tion models, supervised learning, signal extraction anerfilg, time series modelling, longitudinal analysis, tiketvel analysis
and quality control.

Special Applications Manuscripts at the interface of statistics and computing. (&€omparison of statistical methodologies,
computer-assisted instruction for statistics, simufagaperiments). Advanced statistical analysis with regliaptions (eco-
nomics, social sciences, marketing, psychometrics, chestrics, signal processing, finance, medical statistiosr@nmentrics,
statistical physics).
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CFEQ9 & ERCIMO09 Keynote Talks

Thursday, 29.10.2009 09:20-10:10 Room: 1 Keynote talk 1
Bayesian inference based only on simulated likelihood: paitle filter analysis of dynamic economic
models

Speaker: Neil Shephard, Oxford University, UK Co-authors: Thomas Flury

Chair: Richard T. Baillie

Suppose we wish to carry out likelihood based inference leuselely have an unbiased simulation based estimator oikife |
lihood. We note that unbiasedness is enough when the estinigelihood is used inside a Metropolis-Hastings aldponit
This result has recently been introduced and is perhapsisingpgiven the celebrated results on maximum simulatesdiliood
estimation. Bayesian inference based on simulated li@etihcan be widely applied in microeconomics, macroeconsanc
financial econometrics. One way of generating unbiasethasts of the likelihood is by the use of a particle filter. Wesilrate
these methods on four problems in econometrics, produeithgr generic methods. Taken together, these methods thrilif
we can simulate from an economic model we can carry out likeldl based inference using its simulations.

Friday, 30.10.2009 10:50-11:40 Room: 1 Keynote talk 2
Robust multivariate scale estimators for volatility estimation of financial time series

Speaker: Christophe Croux, K.U. Leuven, Belgium Co-authors: Kris Boudt, Sebastien Laurent
Chair: Peter Rousseeuw

For univariate data robust scale estimators as the intefiguange or the median absolute deviation are well kndwra multi-
variate setting, robust estimators of scale are perhapsvels-known, but also available. Such estimators needs tmmputable

in reasonable time, affine equivariant and positive defirifleey should not lose too much statistically efficiency witspect

to the standard estimator, while being highly resistantuiiers. An example of such an estimator is the minimum Ciavene
Determinant (MCD) estimator. We show how the MCD can be usestimate daily volatility of financial time series usinglhi
frequency data. A popular measure for the intraday vahatilf a multivariate price process is the Quadratic Coveamnatlf the
price process contains jumps, then it is of interest to eggnonly its continuous part. We show how the MCD can be used to
construct a weighted version of the Realized Quadratrica@ation, discarding the jumps when estimating the cowtirsupart

of the daily volatility. We derive its properties and compérwith other proposals. We illustrate the method on 15utd@nmeturn
series of the EUR/USD and GBP/USD exchange rates.

Saturday, 31.10.2009 17:00-17:50 Room: 1 Keynote talk 3

Dynamic factor analysis by maximum likelihood

Speaker: Siem Jan Koopman, VU University Amsterdam, The Netherlands
Chair: Herman K. Van Dijk

A new approach to the modelling of the term structure of ederates is proposed. We consider the general dynamia facto
model and show how to impose smoothness restrictions oratiterfloadings. We further present a statistical procetiased
on Wald tests that can be used to find a suitable set of sudfictiests. We present these developments in the contextrof te
structure models, but they are also applicable in otheingstt We perform an empirical study using a data set of untimecio
Fama-Bliss zero yields for US treasuries of different mtiag. The general dynamic factor model with and without stho
loadings is considered in this study together with modeds éine associated with Nelson-Siegel and arbitrage-fesadworks.
These existing models can be regarded as special casesdyfrthmic factor model with restrictions on the model pararset
For all model candidates, we consider both stationary andtationary autoregressive processes (with differentaausnof lags)
for the latent factors. Finally, we perform statistical byipesis tests to verify whether the restrictions imposethbymodels are
supported by the data. Our main conclusion is that smooshressrictions can be imposed on the loadings of dynamiorfact
models for the term structure of US interest rates but thatéltrictions implied by a number of popular term structaoelels
are rejected.
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Thursday 29.10.2009 10:50-12:30 Parallel Session B

ESO3 Room 6 ROBUST ANALYSIS OF COMPLEX DATA SETS 1 Chair: Stefan Van Aelst

E034: Adaptations of the Stahel-Donoho estimator
Presenter:  Ellen Vandervieren, University of Antwerp, Belgium
Co-authors: Stefan Van Aelst, Gert Willems

The Stahel-Donoho estimator is a robust affine equivariatimator of multivariate location and scatter with highdkéown
point in any dimension. Itis defined as a weighted mean andra@owe, where each observation receives a weight defgeadin
its outlyingness. Observations with large outlyingneseiree small weights. In high-dimensional, low quality dathecomes
unreasonable to assume that the majority of observatioosnipletely uncontaminated. On the other hand it is wasteful
completely downweight an observation because it is comtatad in just a few components. In this talk we discuss atlapta
of the Stahel-Donoho estimator that can better handle dligiensional data. First, we consider a cellwise adaptaifahe
Stahel-Donoho estimator that makes a distinction betweataminated and non-contaminated components of an obiggrva
Only contaminated components are then downweighted, vavoius losing the information contained in the other congmts.
Second, with a large amount of componentwise outliers,eptirjg the data may lead to a cluster of intermediate osatlier
one-dimensional projections. This may distort the logatiad scale estimation when computing the outlyingness ansiecan
unwanted increase of the outlier weights. Therefore, wpgse a Huberized version of the Stahel-Donoho estimattptiiks
the outliers back to the bulk of the data before the outlyesgnis computed.

EO073: New model selection method by k-fold cross validation
Presenter:  Shuichi Shinmura, Seikei University, Japan

The Swiss Bank Note data having 6 independent variablesvemdlaisses has been previously considered within the cootex
discriminant analysis. An important feature of this datasexplained. Specifically, it is linearly separable in tdimensions by
independent variables (X4, X6). Moreover, optimal lineacdminant function (IP-OLDF) based on minimum miscléissition
number (MMN) using integer pogramming finds that 16 modettuiding the two-dimensional model with X4, X6 are linearly
separable. On the other hand, stepwise methods based omp ttatiStic or AIC select five or six variables models, whiie t
misclassification number of 16 models is zero. | generate@®resampling data, and applied 10- and 100-fold crokdaten
for Fisher’s linear discriminant function (LDF) and lodéstliscrimination. Minimum, maximum and mean of CV errorasbf
the logistic discrimination are minimal for the same 16 nedes the ones selected by IP-OLDF. So, this method is usaful f
model selection.

E131: Estimators and tests for copulas based on likelihood depth
Presenter:  Christine Mueller, Technical University of Dortmund, Germany
Co-authors: Liesa Denecke

Estimators and tests based on likelihood depth for onerpetréc copulas are given. For the Gaussian and Gumbel capida
shown that the maximum depth estimator is biased. It can reated and the new estimator is robust for the Gumbel copula
Tests are derived via the simplicial likelihood depth fopbtheses about the unknown parameter. Since the simpiikeiihood
depth leads to biased estimators as well, the power of tessofme hypotheses is low. However, the power can be improved
significantly by another bias correction. Simulation sasdior the Gaussian and Gumbel copulas show that the powes oktv
tests is much better. Moreover, outlier robust tests argeaet for the Gumbel copula.

E110: Robust bootstrap tests in MANOVA models
Presenter: Stefan Van Aelst Ghent University, Belgium
Co-authors: Gert Willems

The standard one-way ANOVA problem is considered. That is,want to test the null hypothesis that multiple groups of
multivariate observations share a common center. A stdrndat statistic is Wilk’s Lambda which corresponds to tkellhood
ratio statistic under the assumption that all groups aretivamiate normal with a common covariance matrix. Cleathe
classical Wilk’s Lambda test is very sensitive to outlieierefore, we consider robust alternatives that are basedhust
estimators of multivariate location and scatter. We pregest statistics that are based on S or MM—estimators ofitscand
scatter. To determine the null distribution of the testistias we would like to use the fast and robust bootstrap (HitBcedure.
So far the FRB has mainly been used successfully to consthast confidence intervals and standard errors, but mgsHde
robust tests. We develop an FRB procedure that is consistetiiie null distribution of the test statistics. We thenastigate the
finite-sample accuracy of this FRB method as well as progedf the resulting robust test procedures, such as theisnoéss
and power.
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ES32 Room 3 SOFT COMPUTING AND STATISTICS Chair: Gil Gonzalez-Rodriguez

EO060: Fuzzy expert maps: development and applications
Presenter: R. Jasinevicius Kaunas University of Technology, Lithuania
Co-authors: K. Kavaliauskas, R. Krusinskiene, V. Petrauskas

The concept of fuzzy expert maps (FEM) is considered as orsewdral possible extensions of very well known decision
support tools - fuzzy cognitive maps (FCM). In this paper weatibe a process of inclusion into the FCM of more soplattit
expert knowledge presented in two forms: 1) in the form of Mami-type reasoning and 2) in the form of Takagi-Sugeno-
type reasoning. Newly born product here is called as fuzpegxmap (FEM). Two types of FEM are proposed: the FEM_L
is developed on the basis of ordinary FCMs, and the FEM_N veldped on the basis of, so-called, nonlinear FCMs. The
structures and practical applications are presented ndastes. Proposed ideas were implemented in differenticlecspport
tools. We deliver examples of such tools proposed for: a)jmeguort security systems; b) decision making in intermatlo
conflict problems solutions; c) medical diagnostics systéased on investigation of human posturograms (what is fiwrikee
first time in medical practice); d) training recognition acldssification different types of heart diseases. The cesand d)
were enriched by inclusion of a new hyperinference procedsrwell as by a special training procedure based on it.

E125: Noiseless IFA with soft labels with applications
Presenter: Etienne Come Universite Paris 1, France
Co-authors: Latiffa Oukhellou, Thierry Denoeux, Patrice Aknin

In Independent Factor Analysis (IFA), latent componentss(urces) are recovered from their observed linear migtuBoth

the mixing process and the source densities (that are agsianbe mixtures of Gaussians) are learnt from observed daias.

presentation investigates the possibility of estimatireglEA model in the noiseless setting using prior informato the cluster
membership of some examples. Semi-supervised or parsiafigrvised learning frameworks can thus be handled butaise

general cases such as soft labels. This extension of IF&dm@sthe Dempster-Shafer theory of evidence, offers aipahetay

to deal with specific problems such as label noise. The déesivaf the criterion used by our method will be detailed aralear

definition of a GEM type algorithm for its optimization willebpresented. Furthermore, results from a real-world agidic

concerning fault diagnosis of a railway device will be paed to demonstrate the potential of this solution in payt&lpervised
dimensionality reduction problems.

E188: Takagi-Sugeno belief models
Presenter:  Rui Jorge Almeida, Erasmus University Rotterdam, Netherlands
Co-authors: Uzay Kaymak

We study how to derive fuzzy rule classification models basethe theoretical framework of belief functions. For thisgose
we use the recently proposed Evidential c-means (ECM) tveléirst order Takagi-Sugeno models solely from data. Thoe pr
posed method creates models that use if-then rules andalagionectives to establish relations between the vasatdéined
for the model of the system. Evidential c-means is based @wcahcept of credal partition, by extending the existingoemts
of hard, fuzzy (probabilistic) and possibilistic partitidy allocating, for each object, raass of belief, to any subsets of pos-
sible clusters. The additional flexibility of ECM allows gaig a deeper insight in the data while being robust with éesfo
outliers, which makes it an attractive tool for exploratetstistics. The possible interpretability and linguistescription of the
knowledge in these models is also discussed. Experimettiswithetic and real data sets show the possibilities gbtbposed
algorithm in the field of machine learning and exploratostistics. Furthermore, we study the performance of suchetsad a
classification setting and consider their added value inetiogl.

E119: K-sample homoscedasticity test for fuzzy random variables
Presenter: Ana Belen Ramos-Guajardq European Centre for Soft Computing, Spain
Co-authors: Gil Gonzalez-Rodriguez, Maria Angeles Gil, Ana Colubi

Different problems in testing a statistical hypothesisa@ning fuzzy data have been analyzed in the literature.t liohese
previous works are based on the study of the fuzzy mean ofzy fismdom variable. Regarding the one-sample hypothesis te
about the variance of a fuzzy random variable, valuablesttmbolve the test have been developed. In this work a proeedu
test the equality of variances (homoscedasticity) of atleso fuzzy random variables is presented. The variancefinet in
terms of a generalized distance quantifying the variahiltthe fuzzy values of the variable about its (fuzzy) expdatalue. The
proposed method is carried out on the basis of the classM&\A procedure applied to dependent variables, which iedta
terms of the distances between the variable values in eattp@nd the sample mean of that group. The test statistidirsede
considering the within-group variation and the betweemudgrvariation and its convergence is analyzed by using astop
techniques. In addition, some simulations are presentstide the behavior of the asymptotic test. Finally, the apghnowill

be exemplified through a case study.
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ES38 Room5 EVOLUTIONARY PROCEDURES Chair: Irene Poli

E200: Evolutionary experimental designs for synthetic proteins
Presenter: Matteo Borrotti , Universita di Bologna, Italy
Co-authors: Davide De Lucrezia, Giovanni Minervini

To design synthetic proteins we address the problem of Biegrin high dimensional and complex spaces. The combiiztor
nature of proteins, the non-linear interactions among tb@nponents and the complexity of the optimization procaake
the design and the engineering of new synthetic proteinemeay hard. In this paper we propose an evolutionary agbroa
that combines classical statistical design of experimefits meta-heuristic algorithms. More specifically we deyea class of
evolutionary experimental designs where the evolutiorasl by ant colonies algorithms. Encouraging results franukitions
studies will be presented. This methodology could impaefitid of protein engineering and design to improve exispirajeins
or design novel ones for specific applications in differesitf such as medicine and fine-chemicals production.

E199: Evolutionary Bayesian networks for high-dimensional stobastic optimization
Presenter: Debora Slanzj University Ca’ Foscari of Venice, Italy
Co-authors: Irene Poli

High-dimensional and complex stochastic problems arecdiffto analyze with classical statistical procedures gutthdzation
techniques. In this paper we address this problem by deivgjam evolutionary Bayesian network procedure. Bayessawaorks
use the language of graphs to facilitate the representatidrthe resolution of complex problems, and the requiretghitity
theory to quantify the uncertainty. We present a probahilieodel-based evolutionary approach for the analysisthadesign
of biochemical complex experiments where the evolutiondgegned by the information achievable by statistical giegdh
models on the experimental results. The basic idea corfigtslucing a Bayesian network from the best-found expeniale
set of solutions, estimating new solutions and evolvingritael. Simulating the whole combinatorial space will allog/
to explore, in a virtual way, all the possible combinationsl aest the performance of the approach before being addmted
real experiments. Moreover the dependence and conditiodependence relations of complex interactions can bedsltex.
Comparisons with the classical genetic algorithm appradchv the better performance of the evolutionary Bayesianarks
in several different experimental scenarios.

E198: The optimisation of building envelopes with evolutionary pocedures
Presenter:  Giovanni Zemella, University Ca’ Foscari of Venice, Italy
Co-authors: Davide De March

Among all the different sources of energy consumption,digs are responsible for the largest proportion of CO2 siotis
Therefore the improvement of the energy efficiency of batdican have a very significant impact on the reduction of vkeadl

carbon emission. Facades have direct influence on heas|ass#ing energy requirements and the necessity of aafifighting.

In order to design the envelope of sustainable buildings riecessary to apply a holistic approach that takes intowsd@ll the
aspects related to the energy consumption. Hence, thengesigeds to identify the best combination of variablescridgisg

the facade, which leads to the minimisation of carbon emmissiThe evolutionary algorithms have proved to be verycéffe in

dealing with optimisation problems. Nevertheless, theptil of these techniques has not been deeply developbd fietd of
building engineering. This paper develops a comparisowdst Particle Swarm Optimisation (PSO) and Evolutionaryrse
Network (ENN) methods for the evaluation of the optimum fiea

E201: Spline regression for an evolutionary approach to experimetal design
Presenter:  Claudio Pizzi, University Ca’ Foscari of Venice, Italy
Co-authors: Francesca Parpinel, Margherita Soligo

It is well known that the aims of the design of experimentstayth the identification of the factors explaining the levethe
response variable and capturing the level reaching thenaptiesponse value. The number of possible experimentsdres
dramatically with the number of the factors and of their Isveln some cases the high dimension does not allow that all
the possible experimental tests can be run because of badddime constraints. We deal with the problem of experiment
complexity in order to reduce the number of tests necessamptain information regarding the design variables andehels

of these factors. We propose to use the evolutionary paragiintly with a nonparametric approach. More preciselg th
proposed procedure is split into two phases; first we sefiecekperiments performed using a genetic algorithm, thensee
spline regression to estimate the response surface. Tiy Vietihe proposed procedure is able both to identify collsetiie
factors and to provide their optimal level, we have appliegl évolutionary design to a simulated biological problerthviigh
dimensionality.
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ES42 Room7 TIME SERIES MODELLING AND COMPUTATION 1 Chair: Konstantinos Fokianos

E132: Weak dependence, models and some applications
Presenter: Paul Doukhan, Cergy-Pontoise, France

The basic features of weak dependence are presented. Quammais to propose several new models of time series and nando
fields for which this theory applies beyond mixing. NonlinesonMarkov stationary models will be proposed. A fast exmn

of applications will be provided. Extreme values theory amsidered, namely we give precise conditions in terms ofkwea
dependence assumptions and detail the way to subsamplélegianthe limit distributions so called (VaR). Anotherdigation

is given by subsampling variances for weakly dependentesemgs. This variance can be expressed in terms of a congalicat
series and various techniques yield its estimation; webitxébme cases for which even if the series may be expresgdidity,

a subsampling method seems to be more convenient.

E154: Phase estimation for fluctuation processes
Presenter: Rainer Dahlhaus University of Heidelberg, Germany
Co-authors: Jan Neddermeyer

A new class of stationary time series models is introducéx dim is to model time series with a specific oscillatoryqratbut

an unobserved phase process in the background. The go#dsestenate the unknown phase process and the oscillattgripa
An example is the curve of an electrocardiogram recordirige Model can be written as a general state-space modehydiadi
phase, amplitude, and baseline as latent Markov procesgete estimation we suggest a Rao-Blackwellized parsicieother
that combines the Kalman smoother and an efficient sequidmiate Carlo smoother. Sequential Monte Carlo smoothems ca
be applied to nonlinear, non-Gaussian state space modglararbased on the idea to approximate the smoothing distnibu
of the latent states by weighted samples. For the estimafitime oscillatory pattern we develop a nonparametric egton
procedure.

E153: Extensions of the Lee-Carter model for mortality projections
Presenter:  Udi Makov, University of Haifa, Israel
Co-authors: Shaul Bar-Lev, Yaser Awad

Mortality projections were dominated in the 1990's by theei@arter model which assumes that the central death rai@ for
specific age follows a log-bilinear form, allowing for vai@ns in the level of mortality over time. This model, witls inherent
homoscedastic structure, was later extended by a Poissdalmoverned by a similar log-bilinear force of mortalityete we
will discuss potential extensions to the Lee-Carter mobtaigthe following lines: (a) Present the model as a statesmodel
(b) Adaptation of time index variation (c) Adaptation of Bejan approach for estimating model parameters, and (d)tAtian

of Bayesian model choice techniques.

EO039: Linear and loglinear Poisson autoregression
Presenter:  Konstantinos Fokianos University of Cyprus, Cyprus

Geometric ergodicity and likelihood based inference foedir and loglinear Poisson autoregressions are considarin linear
case the conditional mean is linked linearly to its pasteslas well as the observed values of the Poisson processal$ais
applies to the conditional variance, implying an intergtien as an integer valued GARCH process. In a loglinear itiondl
Poisson model, the conditional mean is a loglinear funatidts past values and a nonlinear function of past obsematiUnder
geometric ergodicity the maximum likelihood estimatorshaf parameters are shown to be asymptotically Gaussiae imtar
model. In addition we provide a consistent estimator of thyngtotic covariance, which is used in the simulations dmed t
analysis of some transaction data. Our approach to vegifygometric ergodicity proceeds via Markov theory and incelility.
Finding transparent conditions for proving ergodicitysiout to be a delicate problem in the original model formafat This
problem is circumvented by allowing a perturbation of thedelo We show that as the perturbations can be chosen to be arbi
trarily small, the differences between the perturbed andperturbed versions vanish as far as the asymptoticlaligion of the
parameter estimates is concerned.

CS01 Room 10 BUSINESS CYCLE: MODELLING AND FORECASTING Chair: Gian Luigi Mazzi

CO040: Multivariate nearest neighbours approach to forecast busiess cycle
Presenter: Patrick Rakotomarolahy, University of Paris 1 Pantheon - Sorbonne, France
Co-authors: Dominique Guegan

We focus on the use of the nearest neighbor method (unigaaiad multivariate setting) in order to provide robust fass for
economic indicators. We present in detail the nearest beighmethod providing new theoretical results that jugtifyse this
approach for forecasting. Using some economic indicatwhéch are important to obtain fast estimates of GDP- we campa
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their nearest neighbors estimates with another methodafdiregression modelling and a radial basis function. Wevgheir
accuracy in forecasting.

C087: Alternative specification of business cycle and growth cyelcoincident indicators
Presenter: Leonardo Carati, GRETA, Italy
Co-authors: Jacques Anas, Monica Billio, Gian Luigi Mazzi

The ability of promptly and correctly detecting turning pts, especially in periods of high uncertainty or recessisrof
primary importance for policy makers and analysts. In tlapgy, we present univariate and multivariate Markov Svirigh
based alternative specifications of two euro area cointidditators, for business and growth cycle respectivelg.sSithulate in
real time their performances by using the Eurostat real tatabase. Results of the simulations are assessed afaitistrting
points identified in the euro area reference chronologyti®ear attention is paid to the number of false signals @ginig cycles
characterising each indicator. By using the QPS and the@draoce Index, we are able to rank the alternative spedifitaand
to identify the two outperforming specifications for grovethd business cycle respectively. Main findings of the papetreat
the selected indicators are not characterized by releads# Signals or missing cycles; they appear nevertheligssglgllagging
with respect to the reference chronology.

C327: On the estimation of common factors in the presence of blockuctures
Presenter:  Claudia Cicconi, Universite Libre de Bruxelles and ISTAT, Italy

Factor models in which the cross-correlation among timiesés due to both common and block-specific factors are densil.
Under certain conditions, these models are asymptotiegjlyjvalent to approximate factor models and common factansbe
consistently estimated by both principal components ardiquaximum likelihood. However, since local cross-catieh can
slow down the law of large numbers, these two estimators raag poor properties in finite samples. We show by Monte Carlo
simulation that maximum likelihood estimates obtainedXplieitly modelling the block structure of the data can iedgrovide

a better estimation of the common factors. The potentiahathges of modelling the block structure are then illusttan an
empirical application using sectoral business survey.data

C111: Evaluation of non-linear time series models for real-time lisiness cycle analysis
Presenter:  Gian Luigi Mazzi, European Commission, Luxembourg
Co-authors: Monica Billio, Laurent Ferrara, Dominique Guegan

We aim at assessing Markov-Switching and threshold modetseir ability to identify turning points of economic cysleWe
evaluate the stability over time of the signal emitted by riedels by using vintage data bases that are updated on algnonth
basis. In this respect, we have built an historical vintagga thase going back to 1970 for two monthly macroeconomielvies

of major importance for the short-term economic outlooknely the IPI and the unemployment rate. Applying two différe
classes of models, we compare their ability to detect thetexce of turning points and their accuracy comparing ttesialts
with real time experience.

CS06 Room4 ENVIRONMENT AND FINANCE Chair: Massimiliano Caporin

C033: Temperature modellings and weather derivatives
Presenter: Dominique Guegan University of Paris 1 Pantheon - Sorbonne, France
Co-authors: Abdou Ka Diongue

Weather derivatives have been recently introduced on fiabmarkets. The way to construct such derivatives is stiliscus-
sion, but a main point of the problem is the modelling of thelentying asset. Here, we focus on temperatures. Even iéther
exists a huge literature for modelling temperatures, wp@se a novel methodology which takes into account both gtersie,
seasonalities and volatility associated with existencasgfnmetry and leptokurtosis. Finally, we discuss how tédeontracts
for weather derivatives in an incomplete market.

C034: An economical view of the carbon market

Presenter: Marius Frunza, University of Paris 1 Pantheon - Sorbonne, France
Co-authors: Dominique Guegan

The aim of this work is to bring an econometric approach upen@02 market. We will identify the specificities of this mairk
but also regard carbon as a commaodity. Then we will show tba@wetric particularities of CO2 prices behavior and thseilts

of the calibration. We explain the reasons of the non-Ganskehavior of this market and we will focus mainly upon jump
diffusion and generalized hyperbolic distributions. Wst tidnese results for the risk modeling of a structured prodpecific

to the carbon market, the swap between two carbon instraném European Union Allowances and the Certified Emission
Reductions. We estimate the counter party risk for this kihttansaction and evaluate the impact of different modptenuthe
risk measure and the allocated capital.
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C358: An empirical analysis of a reduced-form permit price model
Presenter:  Georg Gruell, University of Ulm/ University of Essen, Germany
Co-authors: Luca Taschini

In the so-called environmental finance research strandiceztiform models have been proposed with the aim to desdrébe t
evolution of the equilibrium price of emission permits. dtdemonstrated how two competing reduced form models aatedel
to each other. Then, by means of calibration to historictd itds shown that standard continuous time stochastic feaileh
as NIG outperform reduced form models in the current pricgegion framework.

C074: Modelling and forecasting wind speed with an example on wind drivatives pricing
Presenter: Massimiliano Caporin, University of Padova, Italy
Co-authors: Juliusz Pres

The modeling of wind speed is a traditional topic in meteogital research where the focus is on the short term forexast
wind speed intensity and direction. More recently this tedras received some interest in quantitative finance foelédions

with the electricity production by wind farms. In fact, eleécity producers are interested in long range forecastissamulation

of wind speed time series for two main reasons: to evaluat@tbfitability of a wind farm to be built in a given locationcito
offset the risks associated to the variability of wind sptdhn already operating wind farm. Here three approacheatdta for
forecasting and simulating the long run evolution of windep intensity (direction is not a concern given that themettebines

can rotate to follow wind speed direction) are compared: Ab® Regressive Gamma process, the Gamma Auto Regressive
process and the ARFIMA-FIGARCH model. We provide both asample and out-of-sample comparison of the models as well
as some examples for the pricing of wind speed derivativegyusmodel based Monte Carlo simulation approach.

CS24 Room9 GRAPH BASED MODELLING AND CAUSALITY Chair: Marco Reale

C177: Partial correlation graphs and structured time series modéds
Presenter:  Granville Tunnicliffe Wilson , Lancaster University, UK

Experiences of the development of structured models faioveitne series using an empirical approach based on padiat-
lation graphs are described. The central role of modeliags#hies innovations will be considered, with discussidrsiracture
in terms of instantaneous causality, simultaneous equdgpendence and underlying continuous time processeseléetion
and structure of functions of the past as predictors wilb &le considered, including both lagged series values ammyations,
with discussion of model estimation and algorithmic relaships between the model and partial correlation graphs.

C187: Comparing models with deformation metrics
Presenter: Miriam Hodge, University of Canterbury, New Zealand
Co-authors: Jennifer Brown, Marco Reale

We propose using a deformation mapping metric to comparéechgolatility surface models that result from differingoatel
fitting frameworks. Deformation mapping was developed t@suee and compare anatomical images resulting from medical
imaging technology such as Magnetic Resonance Imaging YMRE goal of deformation mapping in medical imagery is to
measure the distance between two images where distancgoiy disease. The distance between two images is the mimim
amount of energy required to deform one image to anotheruneadby the velocity field required to map each point on the firs
image to the corresponding point on the second image. Weamly the deformation metric to statistical models in plate
images and show that it preserves the intuitive notion @ftread distance between the models. We will demonstrate tiligy u

of deformation mapping by comparing three implied volstilinodels. We will model the SP500 index with a Black-Scholes
model, a Karhunen-Loeve decomposition model and Garmdnkiggen model. The resulting deformation mappings withall

us to quantify the similarities between these models.

C211: Identifiability of causal effects with non-ignorable missing data using instrumental variables
Presenter: Andrea Mercatanti, Bank of Italy, Italy

The instrumental variables method has been widely adoptetioe last two decades in identifying and estimating daeféects

in econometrics. Typical examples are those wherein thplamof a natural experiment with all-or-none complianas heen
implemented in order to eliminate the bias arising from talé-selection of the units for treatment. In these casdertimation

is generally collected from surveys, wherein missing dat@ ¢ommon problem. However, the strand of literature dgadiith
missing data is typically restricted to the field of bio-&tits, where non-ignorable conditions for the missingadaechanism
have been proposed for situations of missing data in theomeg¢ but not in the treatment or in the instrumental variable
There are various situations in econometrics, where dayanoigonly be missing in the outcome, and where usual ignbitgabi
conditions for the missing data mechanism are considerbe 8D restrictive that simple integration of the likelihdadction
over the unobserved data may be misleading. In this studppgse a set of conditions under which the non-ignorablsings
data mechanism can be introduced. Its relative performaregsessed by simulations based on artificial samples.
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C224: Improving an algorithm for break points detection based on regression trees
Presenter:  Jennifer Brown, University of Canterbury, New Zealand
Co-authors: William Rea, Marco Reale

Theoretical regression trees are a fast computationaladstto identify the presence of multiple shifts in mean inetiseries.
However it was observed that in some simulations regredst@s systematically reported breaks where no breaksedxis

particular, in simulations with a univariate time seriekbezhthe noisy square wave there were a high number of tretbpréater
than the expected terminal nodes. By visually examiningoagfithe regression trees it was clear that in many case®thes-
sion tree algorithm’s solution to the problem of incorrgcplitting the root node was to isolate the few incorrectyssified
data points into a very small regime. Under these circunesit seems intuitively obvious that the small regime ougtite

combined with one of its two neighbours which are temporedigtiguous with it. We provide an improved algorithm to fgso
the issue.

CS39 Room1 ENERGY ECONOMETRICS Chair: Marius Ooms

C104: A vector autoregressive model for electricity prices subjet to long memory and regime switching
Presenter:  Frank Nielsen, Aarhus University and CREATES, Denmark
Co-authors: Morten Nielsen, Niels Haldrup

A regime dependent VAR model is suggested that allows longang (fractional integration) in each of the regime statewall

as the possibility of fractional cointegration. The modeielevant in describing the price dynamics of electricitiggs where
the transmission of power is subject to occasional congegteriods. For a system of bilateral prices, non-congestieans
that electricity prices are identical whereas congestiaken prices depart. Hence, the joint price dynamics imglgtching

between essentially a univariate price process under apngestion and a bivariate price process under congestiihe/same
time it is an empirical regularity that electricity priceent to show a high degree of fractional integration, and thasprices
may be fractionally cointegrated. An empirical analysimg&Nord Pool data shows that even though the prices stratgipove
under non-congestion, the prices are not, in generaldraaity cointegrated in the congestion state.

C197: Estimation for unobserved component models with multiple tochastic variances using simulated maximum like-
lihood

Presenter: Carolina Garcia-Martos, Universidad Politecnica de Madrid, Spain

Co-authors: Siem Jan Koopman, Marius Ooms

Unobserved component (UC) models with multiple stochastiatility (SV) processes have gained considerable istere
econometrics. For example, a generalization of the UC mwiklstochastic volatility for U.S. inflation in which not gnthe
variance of the temporary disturbances but also the vagiahthe permanent disturbances varies over time has begesed.
Another example is the development of a multivariate UC nhadté stochastic volatility in the common permanent comgiais
of multiple exchange rates. The methods of estimation haviarsrelied upon Bayesian Markov Chain Monte Carlo methods
and particle filtering. We develop a maximum likelihood neetfior estimation. As the loglikelihood function for this Uodel
is not available in closed form, we rely on importance santpinethods for its evaluation. The method builds on previeork
which has introduced methods to construct importance saggévices for observation densities that are not log-aeacWhile
our method is based on an advanced methodology, we showt tleatains feasible in practice. In particular, we illustraur
method for an UC model that has been previously consideree empirical results are presented for a time series ofraitgt
prices.

C173: Dynamic factors in periodic time-varying regression modes
Presenter:  Virginie Dordonnat, VU University Amsterdam, Netherlands
Co-authors: Marius Ooms

We consider dynamic multivariate periodic regression rlingdor high- frequency data. The dependent univariatetgaries
is transformed to a lower frequency multivariate time sefr periodic regression modeling. For hourly series weciépe
one equation per hour of the day. The regression coefficidiffer across equations and vary stochastically over tirAs.

the unrestricted model contains many unknown parametersjevelop a methodology within the state-space framework to

model dynamic factors in the coefficients, with common cogffit dynamics across equations. We first present a snaé-sc
simulation, comparing results with a univariate benchmmaddel. Our dynamic factor component estimates are morésgrec
We apply our method to French national hourly electricitgds with weather variables and calendar variables as ssgyseand
analyze components and forecasts.
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C262: Short-term electricity load forecasting with GeneralizedAdditive Models
Presenter: Amandine Pierrot, EDF R&D, France
Co-authors: Nicolas Laluque, Yannig Goude

Because of the French electricity market deregulation, EEEctricite de France) has to experiment with new modeldgciv
are more adaptive to changes in its portfolio size than djper@ forecasting models. The consideration of Genezdlixdditive
Models for load forecasting is part of this search for newhuods. The many different effects in electricity demand migdke
modeling and forecasting a difficult task. A statisticalnfiework like GAM allows us to integrate both a regressive patth
explanatory variables and an autoregressive part withelddgads. The French electricity load being strongly relatethe
current hour, we consider twenty-four daily time-seried #inone non-parametric model for each hour. The selectddhlas

are one-day-lagged loads, weather variables like the teahpe of the current hour and lagged temperatures, caleadables
and a global trend. Thanks to a cyclic spline fitted on thetfosdf the current day during the year, we can model the summe
break (a large decrease in the demand due to the summenhalidectly in our model, which is not possible in operatibB®F
forecasting models. Our model is fitted over five years. Wepmdmthe RMSE over one post-sample year to assess its agcurac
for one-day ahead forecast.

CS64 Room 2 PANEL DATA MODELS Chair: Yasuhiro Omori

C066: Bayesian and non-Bayesian analysis of quantile regressidor longitudinal data
Presenter: Genya Kobayashj Kobe University, Japan
Co-authors: Hideo Kozumi

Quantile regression models for longitudinal data usinga&gmmetric Laplace distribution are considered. Simpk eifi-
cient Markov chain Monte Carlo (MCMC) methods for samplihg posterior distribution of the parameters are developed.
likelihood-based approach to the quantile regression imsdiéscussed and Monte Carlo EM algorithms based on thegsexp
MCMC approach are presented. The methods are applied tshothated and real data sets.

C292: A Bayesian analysis of unit roots in panel data models with ass-sectional dependence
Presenter:  Loukia Meligkotsidou, University of Athens, Greece
Co-authors: Elias Tzavalis, loannis Vrontos

A Bayesian approach to unit root testing for panel data nwieproposed. This is based on the comparison of stationary
autoregressive models with and without individual deteistic trends, with their counterpart models with a uniteegressive
root. This is performed under cross-sectional dependemosm@ the units of the panel. Simulation experiments are wcted

with the aim to assess the performance of the suggesteceimti@rprocedure, as well as to investigate if the Bayesiadeh
comparison approach can distinguish unit root models fratiohary autoregressive models under or without crostesel
dependence. The approach is applied to real GDP data foreh pia@7.

CO073: A panel examination of long-range dependence in DAX volatities
Presenter: Matei Demetrescy Goethe University Frankfurt, Germany
Co-authors: Adina Tarcolea

The persistence of the daily volatility of the German stodkrket is analyzed in a panel of 30 DAX stocks. Since struttura
breaks can be mistaken as long memory, the paper tests thad alibrt memory while allowing for an unconditional shiftthe
mean at unknown time under the null. For individual stocks campute the lag-augmented LM test for fractional intégnefor

all possible break points and take as test statistic thelsshalf the resulting values. The test statistic obtainexifay is shown

to have a standard normal asymptotic distribution. In ssaathples, the test is biased towards antipersistence, salasample
correction is provided. The panel test statistic is builcbynbining the significance of individual test statisticshna correction
for cross-unit dependence; this way, breaks at differemtsican be considered without increasing the computatoomaplexity

of the overall procedure. Examining daily absolute retumr2004 and 2005, the volatility of DAX stock returns is foulachave
both a shift in the mean and long memory.

CS65 Room 8 QUANTITATIVE RISK MANAGEMENT 1 Chair: Marc Paolella

C185: An exercise in stress testing for retail credit cards
Presenter:  Tony Bellotti, University of Edinburgh, UK
Co-authors: Jonathan Crook

Stress tests are becoming increasingly important for atialg consumer credit risk and they are recognised as a ldyro
helping financial institutions make business strategit, management and capital planning decisions. We presentudation-
based method for stress testing using discrete survivdysiado build a dynamic model of default at the account lavikich
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includes macroeconomic conditions as risk factors. Weudisenethods to generate plausible but extreme economitegions

within this framework and apply Monte Carlo simulation tongmute empirical distributions of estimated default rat¥ge

present experimental results for a large data set of UK toadd accounts that show that bank interest rates, praduictdex,
retails sales index and the FTSE 100 index are all statilstis@gnificant systemic risk factors for default. Stresstseusing this
model generate right skewed distributions of default ratebyield plausible extreme values of risk as measured hye\at Risk
and expected shortfall. Finally we discuss statisticabiegion of stress tests through back-test of the loss Higion.

C284: Estimation of distortion risk measures
Presenter: Hideatsu Tsukahara Seijo University, Japan

The class of distortion risk measures with convex distogigoincides with the set of coherent risk measures thataave |
invariant and comonotonically additive. The class inchuttee renowned expected shortfall which has many nice festand is
of frequent use in practice. To implement the risk managefregyulatory procedure using these risk measures, it issseey to
estimate the values of such risk measures. For a distoiskmreasure, its form suggests a natural estimator whictsisiple
form involving L-statistics. Previous work has shown goagraptotic properties with i.i.d. data. This paper invest#s the
large sample properties of the estimator based on weaklgrdimt data. The conditions involve the strong mixing priypand
are satisfied e.g., by GARCH sequences and stochasticliglatodels. Related issues such as semiparametric egtimaith
extreme value theory and backtesting are briefly addressed.

C260: Fund-of-funds construction by statistical multiple testing methods
Presenter:  Michael Wolf, University of Zurich, Switzerland
Co-authors: Dan Wunderli

Fund-of-funds (FoF) managers face the task of selectinglatifrely) small number of hedge funds from a large univerke
candidate funds. We analyse whether such a selection candoessfully achieved by looking at the track records of the
available funds alone, using advanced statistical tectasig In particular, at a given point in time, we determinechiHfunds
significantly outperform a given benchmark while, crugiadiccounting for the fact that a large number of funds arenixad

at the same time. This is achieved by employing so-callediphelltesting methods. Then, the equal-weighted or theajlob
minimum variance portfolio of the outperforming funds idchior one year, after which the selection process is regedtten
backtesting this strategy on two particular hedge fundensies, we find that the resulting FoF portfolios have aftraceturn
properties compared to th¢M portfolio (that is, simply equal-weighting all the availatfunds) but also when compared to two
investable hedge fund indices.

C012: Fast estimation of highly parameterized GARCH models
Presenter: Jochen Krause University of Zurich, Switzerland
Co-authors: Marc Paolella, Markus Haas

A new estimation method for the mixed normal GARCH procesdeidsed which is far faster than maximum likelihood and
numerical Bayesian methods, and potentially more accultatprocedure is reminiscent of the non-MLE closed fornhtégues
used in the estimation of ARMA models and based on the infiomaontained in both the empirical quantiles and the sampl
autocorrelation function. Based on both simulated andshottiurns data, the new method is found to be competitivieddtLE

in terms of forecasting quality and vastly superior in teofispeed. The method is general and can be extended to o#lssesl
of GARCH models, some of which are also discussed.
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Thursday 29.10.2009 14:00-16:00 Parallel Session C
ESO5 Room5 STATISTICAL SIGNAL EXTRACTION AND FILTERING 1 Chair: D.S.G Pollock

E217: Alternative methods of seasonal adjustment
Presenter:  Stephen Pollock University of Leicester, UK
Co-authors: Emi Mise

Alternative methods for the seasonal adjustment of econataia are described that operate in the time domain and in the
frequency domain. The time-domain method, which employtassial comb filter, mimics the effects of the model-based
procedures of the SEATS-TRAMO and STAMP programs. The aqy-domain method eliminates the sinusoidal elements of
which, in the judgement of the user, the seasonal compogaauaposed. It is proposed that, in some circumstanceyrsas
adjustment is best achieved by eliminating all elementxaegs of the frequency that marks the upper limit of the treyade
component of the data. It is argued that the choice of the adetkasonal adjustment is liable to affect the determinatidhe
turning points of the business cycle.

EQ70: Low-pass filter design using locally weighted polynomial rgression and discrete prolate spheroidal sequences
Presenter: Tommaso Proietti, University of Rome "Tor Vergata", Italy
Co-authors: Alessandra Luati

The design of nonparametric low-pass filters that have tbhpeasty of reproducing a polynomial of a given degree is askbd.
Two approaches are considered. The first is locally weightdgnomial regression (LWPR), which leads to linear filtees d
pending on three parameters: the bandwidth, the order ditthmgy polynomial, and the kernel. We find a remarkable Imea
(hyperbolic) relationship between the cutoff period (fregcy) and the bandwidth, conditional on the choices of tderoand
the kernel, upon which we build the design of a low-pass fillée second hinges on a generalization of the maximum careen
tion approach, leading to filters related to discrete peottheroidal sequences (DPSS). In particular, we propose a&lass of
lowpass filters that maximize the concentration over a $igeldrequency range, subject to polynomial reproducingstraimts.
The design of generalized DPSS filters depends on three pteenthe bandwidth, the polynomial order, and the comagon
frequency. We discuss the properties of the correspondiegsfin relation to the LWPR filters, and illustrate their dsethe
design of low-pass filters by investigating how the thre@paaters are related to the cutoff frequency.

E137: Hyper-spherical and elliptical stochastic cycles
Presenter: Alessandra Luati, University of Bologna, Italy
Co-authors: Tommaso Proietti

A univariate first order stochastic cycle can be represeasedn element of a bivariate VAR(1) process, where the tiansi
matrix is associated with a Givens rotation. From the gedonatviewpoint, the kernel of the cyclical dynamics is déised by

a clockwise rotation along a circle in the plane. This papmregalizes this representation in two directions. Accwdod the
first, the cyclical dynamics originate from the motion of d@rgalong an ellipse. The reduced form is ARMA(2,1), as in the
circular case, but the model can account for asymmetries. s€oond deals with the multivariate case: the cyclical oyos
result from the projection along one of the coordinate akia point moving in0" along an hyper-sphere. This is described
by a VAR(1) process whose transition matrix is a sequengedifmensional Givens rotations. The reduced form of an eteme
of the system is shown to be ARMA(n— 1). The properties of the resulting models are analyzedérfrgquency domain,
and we show that this generalization can account for a mattahspectral density. The illustrations show that the psepl
generalizations can be fitted successfully to some wellknoase studies of econometric time series.

E221: Generalized linear dynamic factor models: an approach viaiggular autoregressions
Presenter: Manfred Deistler, Vienna University of Technology, Austria
Co-authors: Brian D.O. Anderson, Alexander Filler, Ch. Zinner, Weiti@hen

We consider generalized linear dynamic factor models. &nesdels have been developed recently and they are usedyfor hi
dimensional time series in order to overcome ¢hese of dimensionality. We present a structure theory with emphasis on the
zeroless case, which is generic in the setting consideredorlingly the latent variables are modeled as a possihyutar
autoregressive process and (generalized) Yule—Walkextiems are used for parameter estimation. The Yule—Walieat®ons

do not have a unique solution in the singular case, and thitires complexities are examined with a view to isolatingabse
system.
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ES24 Room 6 ADVANCES IN ROBUST DATA ANALYSIS Chair: Luis Angel Garcia-Escudero

EQ76: Statistical applications of over-fitting due to trimmings
Presenter: Pedro C. Alvarez Esteban University of Valladolid, Spain

The overfitting effect is considered. Two random samplegvdriiom the same probability distribution and partiallyrirned
to make them as similar as possible, will be distinguish#&iolea any other pair of non-trimmed samples of the same siAts.
provide sound and empirical evidence of this affirmation design a general bootstrap procedure for comparison ofawpkes
or one sample and a given distribution. This statisticatedure is also useful in other frameworks of model validatids an
added value of the principle, we provide an appealing metlogy to analyze, from a nonparametric point of view, if wexca
assume that k samples arise from essentially identicalrlyioig structures.

E097. Robust analysis of default intensity
Presenter:  Tiziano Bellini, Universita Degli Studi di Parma, Italy
Co-authors: Marco Riani

We tackle the problem of estimating and calibrating defauénsity through a robust approach. We exploit a discaéitn of
Ornstein-Uhlenbeck stochastic process, that is known @nfiral literature as the Vasicek model, and we adopt the Kalfiiter

to calibrate one factor and multi-factor Vasicek model pseters applied to default intensity. In order to obtain silestimates

of the parameters which are not affected by outliers, we entihe Kalman filter algorithm in a forward search context. His t
paper we use both simulated and real data from Deutsche Bmrieral Electric and Intesa Bank credit spread time seavies t
estimate their default intensities. We use robust confidemvelopes obtained from Monte Carlo simulations to checkhe
presence of outliers. The most interesting output of thegxtare is a series of robust confidence intervals for thdesingme
intensity of default estimation. In other words, we buildngt only a unique single-name intensity of the default cuaggypical

in the literature, but a robust interval within which intégof default is likely to stay.

E082: An outlier robust Edwards-Havranek procedure for graphical models
Presenter: Sonja Kuhnt, TU Dortmund University, Germany

Graphical models combine multivariate statistical modeih a representation of conditional independence prageetty a
mathematical graph. The main research questions usuailyeco the association structure between the consideretbman
variables. The process of selecting an appropriate moded@aerely be influenced by observations which deviate glydrom
the main part of the data. We develop an outlier robust magiibg strategy by combining the well-know Edwards-Haek
procedure with the identification of outliers. A formal détiion of outliers with respect to the conditional Gaussiétribution is
used, which captures the perception of outliers as sungrisibservations. One-step outlier identification procediare based on
the classical maximum likelihood estimator and a new madiifiraximum likelihood estimator. Examples as well as simotat
results are given for the new model building procedure.

E123: Robust partial least squares regression
Presenter: Rosario Romera Universidad Carlos Il de Madrid, Spain
Co-authors: Daniel Pena

PLS regression is a linear regression technique to relatey megressors to one or several response variables. Siadelif
method is known to be very sensitive to outliers, robustifé® methods have been introduced to reduce or remove thet effe
of outlying data points. Most of them are just for buildingdar robust PLS methods. Nevertheless, when dealing witiplex
systems, linear PLS is inappropriate for describing theedgthg data structure because the system may exhibitfaignt
nonlinear characteristics. In this paper we briefly revie@ most recent proposed robust PLS methods including lizedr
nonlinear kernel-based methods. Their performance argrifited by Monte Carlo and by some real data examples.

E061: Tolerance zones through robust clustering techniques
Presenter: Luis Angel Garcia-Escuderg Universidad de Valladolid, Spain
Co-authors: Alfonso Gordaliza, Agustin Mayo-Iscar

A technique for obtaining (asymptotic) distribution frederance intervals has been previously introduced. Thusevials con-
tain the non-trimmed observations when computing the L&astmed Squares (LTS) estimator in the univariate locatiase.
These tolerance intervals were also extended to tolerdligsoéd based on the Minimum Covariance Determinant (M@BY)-
mator. In a similar fashion, tolerance zones can be obtdhoedthe non-trimmed observations after applying trimmeddans.
Trimmed k-means were introduced with the aim of robustifytihe classical k-means clustering method. These tolerzomes
arise from trying to summarize the whole distribution thgbuhe use of quantization techniques instead of merelyiderisg
summary functionals like mean and scatter matrix estirsat®dhe consideration of high values for parameter k providey
flexible and adaptive tolerance zones that turns out to biellisecomplex Quality Control problems.
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ES34 Room 3 STATISTICAL APPLICATIONS WITH FUZZY SETS Chair: Frank Klawonn

E037: A fuzzy set-valued stochastic framework for birth-and-grownth process. Statistical aspects
Presenter: Enea Bongiorng University of Milan, Italy
Co-authors: Giacomo Aletti, Vincenzo Capasso

A particular family of fuzzy monotone set-valued stochagtiocesses is considered. In order to investigate suitdbha-level
sets of such processes, a set-valued stochastic framesvprioposed for the well-posedness of birth-and-growth ggsc A
birth-and-growth model is rigorously defined as a suitablmlgination, involving Minkowski sum and Aumann integréf two
very general set-valued processes representing nuclesatith growth respectively. The simplicity of the proposedrgetrical
approach allows us to avoid problems arising from an argatiefinition of the front growth such as boundary regukesitIn
this framework, growth is generally anisotropic and, adowy to a mesoscale point of view, is not local, i.e. for a fixiede
instant, growth is the same at each point space. The propestugy allows us to investigate nucleation and growth gsees. A
decomposition theorem is established to characterizeeatich and growth. As a consequence, different consisédntadued
estimators are studied for growth processes. Moreovenubkeation process is studied via the hitting function, amdnsistent
estimator of the nucleation hitting function is derived.

E063: Reconstruction of flood chronologies on the basis of histazal information
Presenter:  Ana Colubi, University of Oviedo, Spain
Co-authors: Elena Fernandez, Soledad Anadon

Historical information is seldom considered in flood analys spite of its relevance. Traditionally it has been useé @om-
plement to calibrate models or to improve the estimationxtfeene events. This is usually due to its limitations in cection
with the requirement of a large volume of data, the reliapihf the records and its current representativeness. Hemvthese
limitations may be overcome. A methodology aimed at themstaction of the flood chronology on the basis of historatatia
is presented here. The event intensity extended back to d®@fd¢he return period estimation will be addressed. Sinoeguf
the historical data are collected from interviews and ofwarrces with different degrees of precision, the statibtiariability
and the imprecision will be jointly considered. The new nogliblogy involves intervals (ranges), fuzzy sets, and wisigifor-
malize and average the criteria which determine the impogaf the different events. On the other hand, we proposstitnate
the return period in a flexible and efficient way by considgtiootstrap confidence intervals. The methodology is agfi&n
illustrative case study in a basin in north-western Spain.

E120: Collecting and analyzing survey data using fuzzy random vaables
Presenter: Maria Angeles Gil, University of Oviedo, Spain
Co-authors: Gil Gonzalez-Rodriguez, Ana Belen Ramos-Guajardo

In many random experiments two kinds of uncertainty can msidered. On the one hand, we have the stochastic varyadnilit
randomness, which may be handled through probabilistis tddn the other hand we may be interested in observing on each
experimental outcome a non-precisely observed or intriigiill-defined characteristic. The lack of precision nieydescribed
through fuzzy sets. This work is centered on those situaiiowhich personal perceptions, valuations or opinionsiadifferent
topics are involved. Specifically, sociological surveys eonsidered, because they are based on subjective vakjatvbich
most often are naturally associated with a certain degrémfecision. In this framework, the imprecision will be dabed
through a fuzzy scale instead of the usual one, which comynamges from strongly disagree to strongly agree. We pm@pos
to use trapezoidal fuzzy sets, defined on a support rangamg frullity to fullness. The difference between the usual tred
suggested scales in developing statistical analysis witlibcussed. In addition, some statistical techniquedvimgfuzzy data
are explained in order to apply them to this kind of experitabdata. To illustrate the approach, the methodology teecband
analyze survey data in a real-life application is described

E178: Fuzzy temporal random sets: a probabilistic tool in image an video processing
Presenter:  Guillermo Ayala, Universidad de Valencia, Spain

Total Internal Reflection Fluorescence Microscopy (TIRFRMdws the imaging of fluorescent-tagged proteins along taver
the plasma membrane. We are interested in the spatial-tafgependencies between proteins. A natural proceduiienfoye
segmentation is thresholding the original gray-level isggesulting in a binary image sequence in which a pixel igi@x/ or
not by a given fluorescent-tagged protein. This binary légitot appropriate because it leaves a free tuning pararnueber set
by the user which can influence on the inference procedurecdfsider pairs of gray-level image sequences, associdthd w
two pairs of fluorescent-tagged proteins simultaneoushgied by TIRFM as realizations of a bivariate fuzzy tempcaiatom
closed set. The need for fuzzy set theory arises from the guithiwithin the pixels inherent to gray-level images. Taes
FRACS's can be described by different functions that aredgiescriptors of the joint behaviour of both proteins. Weehta
choose for each image of each sequence a possibly diffénerstiold level. We have to establish the correspondendsotor
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sequences. Furthermore we apply some mean sets assoociatadr temporal fuzzy random set to the segmentation ofaletin
vessels in fundus ocular images.

E100: Learning ordinal partial class memberships with kernel-based proportional odds models
Presenter:  Willem Waegeman Ghent University, Belgium
Co-authors: Jan Verwaeren, Bernard De Baets

In areas like machine learning, statistics and fuzzy setrihelassification problems have been studied where datarines not
simply belong to one particular class, but exhibit a degfem@mbership to several classes. For example, if we wouiktbf
classifying humans into ethnic groups, then it happensahmgrson with a European mother and an Asian father obtaias-a p
tial membership to two classes. Models capable of repregpand learning partial class memberships explicitly, tgpécally
referred to as partial, mixed or fuzzy membership modeléndJsimilar ideas as in existing algorithms, we present &stiped
probabilistic approach for learning partial class memhipisin a slightly more specific setting, namely the ordirgression
setting, where a linear order relation is defined on the elas3o this end, we combine kernel methods and proportiatds o
models, in which the binary-coded label vectors in the ifi@d are replaced b, 1]-valued class memberships. A gradient
descent algorithm is implemented to maximize the likelgho@mpirical results on synthetic and real-world datasetsion that
our approach leads to quasi-identical results, but a tremenreduction of computational complexity, compared ®onhive
approach, where partial class memberships are castecctetdisabels.

ES41 Room 10 COMPUTATIONAL STATISTICS 1 Chair: Marc Hofmann

E192: Tree structure for variable selection
Presenter: Klea Panayidou, University of Oxford, UK
Co-authors: Steffen Lauritzen

We aim to identify associations between binary variables.this purpose we use graphical models and more specificaly,
which are connected, acyclic, undirected graphs. We desan existing method that can optimally approximate a eisgoint
distribution by a tree. Subsequently we focus on variabbssuselection with the purpose of predicting the remainimgs. We
propose an approximation to Shannon Entropy, termed trgemnand use the greedy algorithm to optimize it. The method
are illustrated with experiments on genetic data.

E173: Different variants of model-based coclustering of continous data
Presenter: Mohamed Nadif, Universite de Technologie de Compiegne, France
Co-authors: Gerard Govaert

Coclustering becomes a fundamental problem that has nuimapplications in different fields and particularly in Iifirmatics

and text mining. This kind of method aims to obtain homogemsdaocks by clustering simultaneously a set of objects and a
set of variables. To tackle the coclustering when the objart described by quantitative variables an adapted mixtadel is
proposed. Different variants are defined and, to focus olistering context, the maximum likelihood and the clasatfon
maximum likelihood approaches are considered. Settirggthariants in this last approach, derived dissimilaraiesdeveloped,
their interpretation is discussed and their impact on thadityuof clustering is studied.

E179: Variable selection in joint mean-variance models using Hikelihood
Presenter:  Christiana Charalambous, The University of Manchester, UK
Co-authors: Jianxin Pan, Mark Tranmer

We propose to extend the use of penalised likelihood vaiablection on hierarchical generalised linear modelsn{epfor
jointly modelling the mean and variance structures for ifawl social science data. The hierarchical structureciases the
need to deal with variation both within and between levelkiefarchy. Misspecifying the variance structure can ledoiased
results, which can be avoided by joint modelling of the meadh @ariance. The basic idea is that both the mean and variance
can be modelled by sets of covariates. But how do we choosehvdavariates to include in the modelling process? In order
to attenuate any possible modelling biases, a large nunilmvariates may be introduced initially. However, anaigshigh-
dimensional data can often prove to be computationallynsite. Variable selection can help overcome that by elitmgahe
least promising covariates. For simultaneously modeltirgan and dispersion, we use hglm methodology, thus not anlyed
include random effects in our models, but we also do notiotstrem to follow a normal distribution. To do variable sglen,

we use the scad penalty, a penalised likelihood variabézteh method which shrinks the coefficients of redundanaties to

0 and at the same time estimates the remaining importantiates
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E047: Seasonal misspecification in long memory processes: a siratibn study
Presenter:  Yuliya Lovcha, University of Alicante, Spain

Negative seasonal fractional integration is a common feadfi many macroeconomic time series that appears as a ofsult
seasonal adjustment. However, this characteristic isuéetly ignored. In this simulation work, | study the influenaf the
omission of negative seasonal fractional integration enetstimate of the parameter of fractional integration ab feaquency.
Through a spectral-density bootstrap approach, | simplate and mixed ARFISMA processes. For each of them, | estimat
set of ARFIMA processes, omitting seasonal fractionalgragon. On the basis of the testing procedure describeukipaper

| choose the one that fits data better. The bias in the estiofate fractional integration parameter at zero frequenaogeun
seasonal misspecification is positive for the majority &f specifications considered and for all the specificatioristwtan be
clearly identified as processes with negative seasondldread integration. High negative bias appears only forcpsses with
strong negative short memory (-0.9). In this extreme case ander the true specification, it is impossible to distish this
process from one with positive fractional integration &ginencyrt= 3,14. Thus, it cannot be clearly identified as a process
with negative seasonal fractional integration. This casgudied deeply in the paper. For illustration purposesovide two
empirical examples.

EO031: The use of the Scan and Grimson disease clusters tests in orde avoid the epidemic’s spread
Presenter:  Dimitrios Nikolakis , University of Piraeus, Greece
Co-authors: John Goulionis, Vasilios Benos

Many methods have been proposed for the identification efdis clusters. However only a few are used routinely in gl
investigations. All of these methods have both advantagddimitations. A validation of two temporal disease clustiests
with the simple epidemic model is presented. We conclude rgitommendations for which methods should be applied totwhi
types of situations. We prove that when the infection rategh and the population size is small the Scan method carenaséd
for the detection of a simple epidemic. For such cases thegam method offers better results. When the size of populatio
increases the Scan method begin to offer more encouragingiseln general, the Grimson method offers more reliagdeilts
than Scan.

CS10 Room 2 BAYESIAN ECONOMETRICS 1 Chair: Wai-Sum Chan

C010: Comparison of two different methods for Bayesian student-volatility model
Presenter:  Boris Choy, University of Sydney, Australia
Co-authors: Jennifer Chan, Joanna Wong

A stochastic volatility (SV) model with leverage is congie@é. The log-return and the log-volatility are assumed oo

a bivariate Student-t distribution. This paper propose®ffinient method to implement the SV model with leverage. The
performance of the proposed method is demonstrated vidaiom studies. This paper also shows that the proposedaaésh
very useful in outlier diagnostics. Existing methods cariath whether the outliers are outlying in the log-returmg-volatility

or both. Our method provides an answer. For illustrativeppse, stock index returns data and exchange rates datasdyeexh

C183: Evaluating short-run forecasting properties of the KOF emgoyment indicator for Switzerland in real time
Presenter:  Boriss Siliverstovs ETH ZURICH, Switzerland

This study investigates the usefulness of the businesemendsurveys collected at the KOF institute for short-teoneéasting

of employment in Switzerland aggregated in the KOF Emplaynmiedicator. We use the real time dataset in order to sireulat
the actual predictive process using only the informatiat thas available at the time when predictions were made. \Ale&ie
the presence of predictive content of the KOF Employmenthtdr both for nowcasts that are published two months leefos
first official release and for one-quarter ahead forecadighed five months before the first official release. We poeduow-
and forecasts of the employment growth rates for the cuardtthe next quarters with help of the autoregressive biged
lag (ARDL) models cast in the Bayesian Model Averaging frammek. In doing so, we avoid an, often arbitrary, choice of a
single best model and integrate model selection unceytainnaking out-of-sample predictions. We find that inclusaf the
KOF Employment Indicator leads to substantial improventmth in in-sample as well as, more importantly, in out-afagée
prediction accuracy. This conclusion holds both for nowsasd one-quarter ahead forecasts.

C351: Expected shortfall and Value at Risk via the asymmetric Laphce distribution
Presenter: Richard Gerlach, University of Sydney, Australia
Co-authors: Qian Chen

A parametric approach to estimating and forecasting ValdRisk (VaR) and Expected Shortfall (ES) for a heterosktda
financial return series is proposed. A GJR-GARCH models tiatility process, capturing the leverage effect. To tab®oant
of potential skewness and heavy tails, the model assumesyamnzetric Laplace distribution as the conditional disttibn
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of the financial return series. Furthermore, dynamics itn&éignoments are captured by allowing the shape paramethisin t
distribution to be time-varying. The model parameters atimated via an adaptive Markov Chain Monte Carlo (MCMC)
sampling scheme, employing the Metropolis-Hastings (Migpathm with a mixture of Gaussian proposal distributions
simulation study highlights accurate estimation and inapdoinference of parameters compared to a single Gaussiposal

MH method. We illustrate the model by applying it to returmieg from four international stock market indices, as wsll a
the exchange rate of the AU dollar to US dollar, and genegatistep ahead forecasts of VaR and ES. We apply standard and
non-standard tests to these forecasts from this model agh¢hié@ it out-performs many popular competitors.

C352: Extension of geometric process model to conditional autogressive range models
Presenter:  Jennifer Chan, University of Sydney, Australia
Co-authors: Philip Yu, Connie Lam, Sai-tsang Choy

A geometric Process (GP) model is proposed as an altermatidel for financial time series. The model contains two compo
nents: the mean of an underlying renewal process and tleewhtch measures the direction and strength of the dynamiitr
movement over time. Compared with the popular GARCH and Sdets) this model is simple and easy to implement using
the Bayesian method. In order to allow the dynamic trend mm@ré as well as the time-varying and carryover nature of the
volatility, we extend the GP model to the conditional augpessive range model (CARR) to analyze the intra-day logegange

for four Asian stock markets. We assign a distribution, sayn@a, to the underlying renewal process and some autosgégres
functions to both the mean and ratio of the GP. Finally, mode¢ selected according to BIC and forecasting is then jpeeid

for the best model.

C145: Structural break in instability of return prediction model s with heteroskedasticity
Presenter: Cathy Chen, Feng Chia University, Taiwan
Co-authors: Kevin Lee

Numerous studies in the literature focus on whether stoicke mhanges could be predicted by using past informatiars fine-
diction regression models are developed to analyze stdgkne This study investigates evidence of instabilitygturn models
with heteroskedastic dynamic of ex post predictable coraptsnrelated to structural breaks in the coefficients oéstatiables.
GARCH-type dynamics are added to the return prediction mauerder to efficiently examine the relationship betwetates
variables and market return over time. An adaptive BayeBlarkov chain Monte Carlo scheme is designed for estimation
and inference of unknown parameters and structural breaksiltaneously estimating and accounting for heterositerity.
The proposed methods are illustrated using both simulatddrdernational stock market return series. An empiritadlyg of
Taiwan and Hong Kong stock markets based on our model withinailgas prices as a state variables provides strong support f
instability of return prediction models with heterosketitaty having recent structural breaks.

CS11 Room4 QUANTITATIVE RISK MANAGEMENT 2 Chair: Marc Paolella

C248: Conditional EVT for VaR estimation: comparison with a new independence test
Presenter: Paulo Araujo Santos Polytechnic Institute of Santarem and CEAUL, Portugal
Co-authors: Isabel Fraga Alves

We compare the out-of-sample performance of methods farevat-Risk (VaR) estimation, using a new exact indeperalenc
test. This test is appropriate for detecting risk modelfaitendency to generate clusters of violations and overs@aeeral
limitations of the available tests for evaluating the parfance under heteroscedastic time series. We focus theacmop on a
two-stage hybrid method which combines a GARCH filter withxér&me Value Theory (EVT) approach, known as Conditional
EVT. Previous comparative studies show that this methofbpes better for VaR estimation. However, the independeests
used in previous comparative studies, suffer from limitagi. Our contribution is comparing the performance withrtbe exact
independence test. This allows us to show, with additiomalemce, the superiority of the Conditional EVT method f@aR/
estimation under heteroscedastic financial time series.

C014: Saddlepoint approximation of expected shortfall for tranformed means
Presenter:  Simon Broda, University of Zurich, Switzerland
Co-authors: Marc Paolella

Expected Shortfall, as a coherent risk measure, has recaisibstantial amount of attention in the literature rdgerftor
many distributions of practical interest however, it canoe obtained in explicit form, and numerical technigues nlnesem-
ployed. The present manuscript derives a saddlepoint gjppation for the Expected Shortfall associated with cartaindom
variables that permit a stochastic representation in tdrapime underlying random variables possessing a momentajernge
function. The new approximation can be evaluated quicktyratiably, and provides excellent accuracy. The doublyceotral
t distribution is considered as an example.
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C154: Value at Risk and Expected Shortfall: A forecast combinatio approach
Presenter:  Constantinos Kourouyiannis, University of Cyprus, Cyprus
Co-authors: Elena Andreou, Andros Kourtellos

The recent financial crisis that started in 2007 providesall@hge for improving or proposing new methods to predisk ri

in the presence of extreme events and structural changestudf two measures of market risk, Value at Risk and Expected
Shortfall used by policy makers, practitioners and acadsmiVe show that using forecast combinations to account @mtain
uncertainty provides relatively more accurate forecafstsk. To account for model uncertainty our model spaceidek models

of two broad categories, parametric (e.g. normal GARCH)sardi-parametric (filtered historical simulation and extesvalue
theory). We compare the out of sample performance of indalignodels and alternative forecast combination methoitg us
international stock market indices. The results in the eicgdi applications indicate that individual models of foasting risk
cannot generally outperform forecast combinations.

C313: Measuring market risk in fixed income markets
Presenter: Michele Doronzg, University of Zurich and UBS, Switzerland

Quantifying the market risk of a large fixed-income portiopiresents specific modelling issues which so far have nat bee
adequately addressed. Previous research has been fomasinyg on the credit risk modelling of those securities. Therent
credit crisis exacerbated the need for accurate and Versatidels in order to capture the market risk in the fixed ine@md
credit markets. This study proposes various solutions antpares their out-of-sample performance. A method whitizes a
variation of multivariate filtered historical simulatiosthe most promising, displaying admirable in- and outafiple forecast
results.

C285: Revisiting marginal risk
Presenter: Simon Keel AERIS Capital AG, Switzerland
Co-authors: David Ardia

An important aspect of portfolio risk management is the gsialof the portfolio risk with respect to the allocationghe under-
lying assets. Standard concepts to achieve this are knowraagnal and component risks in the financial literaturads paper
presents a novel approach for analyzing the marginal risk pdrtfolio. This new concept, called constrained margiisk,

accounts for the leverage induced when marginally incnggtie position in the portfolio. A closed-form formula isrsked in

the case of an underlying elliptical model and a detailadsifiation is provided for a synthetic portfolio. Finalljietfinancial
relevance of the new concept is demonstrated with a pastédlstocks.

CS12 Room1l TIME SERIES ANALYSIS AND ECONOMIC APPLICATIONS Chair: Luc Bauwens

C043: A class of nonstationary yet nonexplosive GARCH models witlapplication to energy prices
Presenter: Jean-Michel Zakoian, CREST and University Lille 3, France
Co-authors: Nazim Regnard

We introduce a class of GARCH(1,1) models in which the timeying coefficients are functions of the realizations of woge-
nous stochastic process. The model combines changes maggind nonstationarity. The changes of regimes occur atrkno
dates and are driven by an observed process.Time seriesagghy this model are in general nonstationary. Necessady
sufficient conditions are given for the existence of nonlesige solutions, and for the existence of moments of thehdiens.
The asymptotic properties of the quasi-maximum likelihestimator are derived under mild assumptions. As applinatie
modelling of the volatility of gaz prices is proposed, in wiithe change of regimes are governed by the temperature.

C016: Testing linear causality in mean in presence of other forms focausality
Presenter: Hamdi Raissi, INSA RENNES, France

We consider the test for linear causality in mean in the lagteof processes given by Vector AutoregRessive (VAR) nedel
with dependent but uncorrelated errors. We see that thiseingork allows to take into account the possible presencaugality

in mean and/or causality in variance. We derive the Quasiidam Likelihood Estimator (QMLE). Using the asymptotic
normality of the QMLE we propose various modified tests fatitey the causality in mean in presence of dependent eN\es.
study the finite sample performances of the modified tests &gmof Monte Carlo experiments. An application to the daily
returns of the exchange rates of U.S. Dollars to one Britiimnid and of U.S. Dollars to one New Zealand Dollar is propdsed
illustrate the theoretical results.
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C129: Extremal behaviour of aggregated economic processes in asttural growth model
Presenter:  Fred Jouneau-Sion Universite Lille Nord de France, France
Co-authors: Stephane Auray, Aurelien Eyquem

We propose a new structural approach to the modelizatiorcafi@amic growth models. In this model, growth is generated
by episodes of increasing return to scale induced by pesgthocks on the accumulation of capital. The structural mnode
derived from this framework is a Random Coefficient Autoesgive model. We then use the literature on extreme behaviou
of dependent processes to related the possibility of swedairowth to the occurrence large swings in the aggregatatbenic
time series. In particular we relate the extremal parametstructural economic properties.

C204: Bootstrap prediction mean squared errors of unobserved st@s based on the Kalman filter with estimated
parameters

Presenter:  Alejandro F. Rodriguez, Universidad Carlos 11l de Madrid, Spain

Co-authors: Esther Ruiz

In the context of linear and Gaussian state space modelsnass that the parameters are known, the Kalman filter gée®ra
best linear unbiased predictions of the underlying comptategether with their corresponding prediction mean seplarrors
(PMSE). However, in practice, some parameters of the modst be substituted by consistent estimates when runninfgtére
The resulting PMSESs subestimate the true PMSE because rtheyttaking into account the uncertainty caused by paemet
estimation. In this paper, we propose a new bootstrap ptweed obtain PMSE of the unobserved states based on olgainin
replicates of the underlying states conditional on therimfation available at each moment of time. By conditioningtloa
available information, we simplify the procedure with respto an alternative bootstrap proposal. Furthermore,hoe shat

the new procedure has better finite sample properties tlaaltirnatives. We illustrate the result by implementirgpghoposed
procedure in both time-invariant and time-variant modé&mally, we obtain bootstrap prediction intervals of theohserved
trend in a time series of Spanish monthly inflation.

C128: On marginal likelihood computation in change-point models
Presenter: Luc Bauwens UCLouvain, Belgium
Co-authors: Jeroen Rombouts

Change-point models are useful for modeling time seriegestibo structural breaks. For interpretation and fordngsit is
essential to estimate the correct number of change poirtdsrtlass of models. In Bayesian inference, the number ahgé
points is typically chosen by the marginal likelihood cribe, computed by Chib’s method. This method requires tecied
value in the parameter space at which the computation is.ddioéivated by results from empirical illustrations, a siiation
study shows that Chib’s method is robust with respect to ttace of the parameter value used in the computations, among
posterior mean, mode and quartiles. Furthermore, the peaitce of the Bayesian information criterion, which is lohea
maximum likelihood estimates, in selecting the correct etéglcomparable to that of the marginal likelihood.

CS18 Room 8 STOCHASTIC OPTIMIZATION IN FINANCE Chair: Daniel Kuhn

C102: Threshold accepting for credit risk assessment
Presenter: Marianna Lyra , University Giessen, Germany
Co-authors: Akwum Onwunta, Peter Winker

According to the latest Basel framework of Banking Supéovisfinancial institutions should internally assign thiearrowers
into a number of homogeneous groups. Each group is assigmetbability of default which distinguishes it from otheogips.

This study aims at determining the optimal number and sizgaips that allows for statistical ex post validation of éfficiency

of the credit risk assignment system. Our credit risk agsigmt approach is based on Threshold Accepting, a locallseatc

mization technique, which has recently performed reliablgredit risk clustering especially when considering saleealistic
constraints. Using a relatively large real-world retaédit portfolio, we propose a new computationally less caxpéchnique
to validate ex-post the precision of the grading system.

C115: Decision rule approximations for continuous linear progranming
Presenter: Dimitra Bampou, Imperial College London, UK
Co-authors: Daniel Kuhn

We study approximation schemes for continuous linear armgr We compute hierarchies of upper and lower bounds by ap-
proximating the functional form of the primal and dual canhtpolicies, respectively. We obtain different approxiroas by
restricting the control policies to piecewise constant pntynomial functions of time. These approximations leademi-
infinite problems, which are reformulated as tractable captimization models. Primal approximations are refomted by
using sums-of-squares polynomials and dual approximatoa reformulated in terms of the solutions of moment probléNe
apply the theory to example problems in management science.
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C134: Asset-liability management under time-varying investmenhopportunities
Presenter:  Robert Ferstl, University of Regensburg, Germany
Co-authors: Alex Weissensteiner

Multi-stage stochastic linear programming for assetiigtmanagement under time-varying investment oppottesiare pro-
posed. A first-order unrestricted vector autoregressioeqss is used in order to model predictability in the asgatme and
the state variables, where — in addition to equity returrts dimidend-price ratios — Nelson/Siegel parameters anedec to
account for the evolution of the yield curve. The objectséa minimize the Conditional Value at Risk of shareholddueai.e.
the difference between the mark-to-market value of (firgheissets and the present value of future liabilities. Tediptability
effects in bond and equity returns are decomposed and shawthe strategy clearly benefits from dynamic asset resatilon
in a multi-stage setting.

C207: Decision rule approximations for index tracking
Presenter:  Angelos Georghioy Imperial College London, UK
Co-authors: Daniel Kuhn, Wolfram Wiesemann

We study an index tracking problem with the objective to mizie the Conditional Value-at-Risk (CVaR) of the terminaltp
folio value while constraining the tracking error betweba portfolio and a given benchmark. The resulting decisiailem

is formulated as a multi-stage uncertain linear program. efploy linear and piecewise linear continuous decisioasad
approximate both the original problem and its dual couraterpBy using robust optimization techniques, we reforrteitzoth
approximate problems as a tractable linear programs omngeamler cone programs which can be solved in polynomiad.tim
The difference between the optimal primal and dual objectalues allows us to estimate the underlying approximagioor.

C356: Multi-stage stochastic pension fund management
Presenter: Ronald Hochreiter, University of Vienna, Austria

The optimal management of pension funds is important fodlag the growing challenges in keeping stable nation-vgde-
sion systems. In contrast to standard Asset Liability Managnt, the goal of managing a pension fund is not solely based
a maximization of profits, while ensuring the coverage dbilies. In addition, the contradictory interests of bakie active
members and the retired members have to be considered eFudte, the set of regulatory constraints is huge, and antigt
evolving. A multi-stage stochastic programming model f@amaging pension funds will be presented - with a speciald@ru
generating realistic scenarios.

CS29 Room9 MIDAS Chair: Andreas Savvides

CO071: Pooling versus model selection for nowcasting with many piictors: an application to German GDP
Presenter:  Vladimir Kuzin , DIW Berlin, Germany
Co-authors: Christian Schumacher, Massimiliano Marcellino

Pooling versus model selection for now- and forecastindiéfdresence of model uncertainty with large, unbalanceasdet

is discussed. Empirically, unbalanced data is pervasivecanomics and typically due to different sampling frequenand
publication delays. Two model classes suited in this cdraexfactor models based on large datasets and mixed-dafdiisg
(MIDAS) regressions with few predictors. The specificatidrithese models requires several choices related to, amotigss,

the factor estimation method and the number of factors, éagth and indicator selection. Thus, there are many souafces
mis-specification when selecting a particular model, andl&mnative could be pooling over a large set of models wiffleregnt
specifications. We evaluate the relative performance ofipgpand model selection for now- and forecasting quart&gyrman
GDP, a key macroeconomic indicator for the largest coumtrthe euro area, with a large set of about one hundred monthly
indicators. Empirical findings provide strong support foofing over many specifications rather than selecting aiSpecodel.

C097: Forecasting inflation and economic activity using high freqiency financial data
Presenter:  Andros Kourtellos, University of Cyprus, Cyprus
Co-authors: Elena Andreou, Eric Ghysels

New specifications of Mixed Data Sampling (MIDAS) regressinodels are employed in order to forecast key US quarterly
indicators of inflation rate and economic growth using a netaset of daily financial indicators. The advantage of MIDAS
provide new forecasts as daily data become available whkimgilower frequency data such as factors is exploited.dmipular,
using MIDAS regression models with leads and lags the daitg dan let to absorb all revisions and examine how evergs$hik
Lehman bankruptcy affected the forecasts in the subsequemths. Two categories of factors are constructed: theditsised

on quarterly macro factors and the second is based on dalydial factors using a larger cross section of financiaéseithen,

it is examined whether a MIDAS model, which involves dailyafittial and quarterly macro factors provides forecastingsga
The results suggest that simple univariate MIDAS modelsatdperform traditional univariate and Factor models. Mogg, it

is found that, on average, daily financial predictors imprthe forecasts of quarterly inflation and economic activity
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C195: Changes in predictive ability with mixed frequency data
Presenter:  Ana Galvao, Queen Mary University of London, UK

This paper proposes a new regression model -a smooth toensiixed data sampling (STMIDAS) approach- that captures
regime changes in the ability of a high frequency variablpredicting a variable only available at lower frequencye Thodel

is applied to the use of financial variables, such as the sbbpke yield curve, the short-rate, and stock returns, tedast
aggregate economic activity and inflation both in- and digample. The direct use of high frequency data and allovdng
changes in the financial variables’ predictive power stileeig evidence that stock returns lead economic activity.

C235: Forecasting with mixed frequency factor models and MIDAS stucture
Presenter: Cecilia Frale, Ministry of the Economy and Finance ltaly, Italy
Co-authors: Libero Monteforte

Short term forecasting suggests that there is room for imgment in forecast ability by considering a richer dynantiacture.
To address this issue, multivariate factor models are coeabivith MIDAS dynamics to perform short term forecasts. Aayic
factor model with a mixed frequency is used, where the pastmfations of high frequency indicators are included foihg the
MIDAS approach. This structure is able to represent, wither dynamics, the information content of the economicdaitirs
and produces smoothed factors and forecasts. The shorfaeznasting performance of the model is evaluated agathst o
models in a pseudo-real time experiment, also allowing émigd forecast from factor models.

C367: Stock market volatility and the business cycle: a multi facor approach
Presenter: Gianluca Moretti, Bank of Italy, Italy

Recently, a new specification of the GARCH model, the Spa#RCH, has been proposed, which models the low frequency
volatility with a slow-moving component represented by apanential spline. Once this low frequency component isreged
they show that it is significantly related to some economitatdes. We extend this approach in several ways. Firsithar
than modelling the long-run variance component with a deitgistic function, we directly link the conditional variea of the
model to long run factors extracted from financial and ecdnatata using a mixed frequency state space model. We shaw tha
apart from accurately tracking movements in the volatiitying financial crisis and the recessions, our approaciwalls to
measure the contribution of the business cycle factor amfinncial factor to the overall low frequency stock marlatility.
Then, differently from the standard spline GARCH, the mazket be easily used to produce forecasts for both short ard lon
term components in real time.

CS32 Room 7 FORECASTING, HEAVY TAILS AND NON -STANDARD INFERENCE 1 Chair: Lynda Khalaf

C092: Forecasting with weakly identified linear state-space mods
Presenter: Sebastien BlaisBank of Canada, Canada

Normalizing models in empirical work is sometimes a mordidift task than commonly appreciated. Permutation invesga
and local non-identification cause well documented diffiealfor maximum likelihood and Bayesian inference in fimitixture
distributions. Because these issues arise when some pararaee close to being unidentified, they are best descabadeak
identification (or empirical underidentification) problemAlthough similar difficulties arise in linear state-spanodels, little

is known about how they should be addressed. In this papégw shat some popular normalizations do not provide global
identification and yield parameter point estimators witliesirable finite sample properties. At the computationatllel
propose a novel posterior simulator for Gaussian linedestpace models, which | use to illustrate the relationbleifpveen
forecasting performance and weak identification. In paldic Monte Carlo simulations show that taking into accquarameter
uncertainty reduces out-of-sample root mean square fstrecars when some parameters are weakly identified.

C326: A quasi-likelihood approach based on eigenfunctions for aunded-valued Jacobi process with an application
Presenter: Pascale Valery HEC Montreal, Canada

We consider a discretely sampled Jacobi process apprepoapecify the dynamics of a process with range [0,1], ssch a
discount coefficient, a regime probability, or a state pricbe discrete time transition of the Jacobi process doeshwit a
closed form expression and therefore the exact maximuriHd@d (ML) is infeasible. We first review a characterizatiof the
transition function based on nonlinear canonical decoiitipas They allow for approximations of the log-likelihoddnction
which can be used to define a quasi-maximum likelihood estim@nhe finite sample properties of this estimator are casgha
with the properties of other existing estimators, such asgtimator which is a method of moments based on an apprtedma
score function, or with a generalized method of moments (GM#imator. The quasi-maximum likelihood estimator igtar
compared with computer—intensive simulation—based asitim techniques such as the indirect inference estimatahe sim-
ulated method of moments (SMM). Indeed, these techniquesally arise when the ML estimator is infeasible. With resp
to computational efficiency, the QML estimator is less timasuming than the simulation-based techniques. We alss foe

ERCIM WG on Computing & Statistic® 20



Thursday 29.10.2009 14:00-16:00 CFEO9 & ERCIMO9 Paraksisi®on C

computational issues for simulating the underlying camgisis—time path of the Jacobi process from a truncated Eislenetiza-
tion scheme. Finally an empirical application on bond ditflaobability data from MSCI Barra inc. is performed to asséhe
performance of the Jacobi process to capturing the dynahaipmobability process.

C228: A non-parametric model-based approach to uncertainty and isk analysis of macroeconomic forecasts
Presenter: Claudia Miani, Bank of Italy, Italy

This paper deals with evaluating the risks (and ultimatkeé/whole distribution) that surround a point forecast otgdifrom

a given macroeconometric model. The predictive densithefrhodel-based forecast is combined with subjective etdsrat
risks and uncertainty, as resulting from expert judgemedtadditionaloff-model information. We propose a non-parametric,
model-based simulation approach to estimate the probadistribution of future values of key macroeconomic vhhés, such
as inflation and output growth, around a given baseline mecMore specifically, making assumptions on the (asynio)etr
distribution of specific risk factors, stochastic simuwas (bootstrap) from the macroeconometric model are usddlicer the
new forecast distribution, that takes into account all tifermation on risks and uncertainty. The method is non+patsc in
the sense that resampling is based on model’s residualsa(aimiple mechanism to generate skewness), without distiial
assumptions. A graphical representation of the resultbtaimed through a so-callddn chart, that -unlike the one popularized
by the Bank of England- can be genuinely interpreted in tevfrthe quantiles of the distribution. We believe our apptoac
provides a clear communication device on forecast unceytdialance of risks and scenario analysis. The methotliriated
using the Bank of Italy Quarterly Model.

C109: Modeling the contemporaneous duration dependence for higfrequency stock prices using joint duration models
Presenter: Ba Chu, Carleton University, Canada
Co-authors: Marcel Voia

We test if duration dependence is present in stock returresriploying duration models. The presence of duration degrecel
in stocks returns indicates a failure of the efficient mashkstpothesis, which states that holding period returns askg asset
should be serially random. The hypothesis suggests thiiveosr negative stock returns should have short duratitmsrder

to do the test we employ both discrete and continuous duratiodels to check the sensitivity of finding duration depewée
when data is treated as either discrete or continuous.

C093: Qil prices: heavy tails, mean reversion and the conveniencgeld
Presenter: Lynda Khalaf, Carleton, Canada
Co-authors: Jean-Thomas Bernard, Maral Kichian, Sebastien McMahon

Empirical research on oil price dynamics for modeling angedasting purposes has brought forth several unsettlegdsss
Indeed, statistical support is claimed for various modéfwice paths, yet many of the competing models differ imaotty with
respect to their fundamental temporal properties. In thjzep, we study one such property that is still debated initheture,
namely mean-reversion, with focus on forecast performaBegzause of their impact on mean-reversion, we accountdof n
constancies in the level and in volatility. Three specifarad are considered: (i) random-walk models with GARCH aoahral
or student-t innovations, (ii) Poisson-based jump-diinanodels with GARCH and normal or student-t innovatiorrs] &ii)
mean-reverting models that allow for uncertainty in edpilim price and for time-varying convenience yields. We pane
forecasts in real time, for 1, 3 and 5 year horizons. For thgpjlpased models, we rely on numerical methods to approgimat
forecast errors. Results based on future price data rarfiging1986 to 2007 strongly suggest that imposing the randatk w
for oil prices has pronounced costs for out-of-sample faséng. Evidence in favor of price reversion to a contindypasolving
mean underscores the importance of adequately modelingptivenience yield.
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ES10 Room7 TIME SERIES MODELLING AND COMPUTATION 2 Chair: Roland Fried

E040: Bandwidth selection for functional time series prediction
Presenter: Theofanis SapatinasUniversity of Cyprus, Cyprus
Co-authors: Anestis Antoniadis, Efstathios Paparoditis

We propose a method to select the bandwidth for functiomaé tseries prediction. The idea underlying this method is to
calculate the empirical risk of prediction using past segimef the observed series and to select as value of the batifor
prediction the bandwidth which minimizes this risk. We mra@n oracle bound for the proposed bandwidth estimator stgowi
that it mimics, asymptotically, the value of the bandwidthieth minimizes the unknown theoretical risk of predictiaasbd on
past segments. We illustrate the usefulness of the propestedator in finite sample situations by means of a small kitiaun
study and compare the resulting predictions with thoseidtaby a leave-one-curve-out cross-validation estimased in the
literature.

E026: On the hyperparameter estimation of time varying Poisson mdel for Bayesian WWW traffic forecasting
Presenter: Daiki Koizumi , Waseda University, Japan
Co-authors: Toshiyasu Matsushima, Shigeichi Hirasawa

The aim is to contribute to traffic forecasting problems gsinBayesian approach for the time varying Poisson models Thi
model can be regarded as an application of the Simple Powad®$tModel (S.P.S.M.). In this model, time variation of the
parameter is formulated by a transformation function asdiégree is caught by a real valued hyperparanier< k < 1).
However, in S.P.S.M. it has not yet been proposed any defiaitemeter transformation function nor methods for estonaif

the hyperparametdér These two points are considered. Especially for the lptigt, it has been empirically observed that World
Wide Web (WWW) traffic forecasting performance strongly demeon the accuracy of the estimate of the hyperparanketer
Here at least takes two approaches for estimating the hgpmmetek, namely maximum likelihood and quasi-Bayes. Their
effects on the traffic forecasting are discussed. Accortbrthe obtained results, the quasi Bayesian estimate gatesastory
traffic forecasting under sufficiently large number of stbivals for integration with relatively low complexity.

EO41: Representing hidden semi-Markov models as hidden Markov mods
Presenter: Roland Langrock, University of Goettingen, Germany
Co-authors: Walter Zucchini

We show how it is possible to formulate any hidden semi-Mankmdel (HSMM) as a hidden Markov model (HMM) with a
special structure that ensures the state dwell-time loigtons are — at least approximately — the same as those bfSMM.

The HMM formulation has the same number of parameters as8MNMand the approximation can be made arbitrarily accurate.
In case of dwell-time distributions with finite support, tH¥M formulation is equivalent to the HSMM. The main advargag
of formulating the model as an HMM stems from the fact the paai@rs can be estimated by direct numerical maximization of
the likelihood function. This makes it feasible to fit a muather variety of HSMMs than was previously possible. In jgaitar

it becomes practical to fit stationary HSMMs, or to incorgertiend, seasonality and covariates in the model. Indeeccan
make use of all the tools that have been developed for HMMw/high were not available for HSMMs. The new class of HMMs
is applied to model daily rainfall occurrence for a numbesibés in Bulgaria. We illustrate how it is possible to incorgte
seasonality in different ways.

E135: Automated likelihood based inference for stochastic volality models using AD model builder
Presenter: Hans J. Skaug University of Bergen, Norway
Co-authors: Jun Yu, David Fournier

The Laplace approximation is commonly used to fit stochaailatility (SV) models. We argue that the use of a numerical
technigue known as automatic differentiation in combratwith the Laplace approximation greatly simplifies thectical
fitting of SV models. Automatic differentiation, not to berfosed with symbolic differentiation, evaluates first anghler
order derivatives of computer programs (such as the likelihof an SV model) accurately and efficiently. The approach i
implemented in the open source software package ADMB (fatimb-project.org/). By exploiting the state-spacecdtite of
SV models we can implement the basic SV model in ADMB using tean 40 lines of C++ code. We also consider different
variations over the SV model and techniques for improvirggetbcuracy of the Laplace approximation.
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E164: Macroeconomic forecasting with leading indicators: Penalied nonlinear regression using kernels
Presenter: Peter Exterkate, Erasmus University Rotterdam, Netherlands
Co-authors: Patrick J.F. Groenen

Kernels have become widely popular in the area of machirmaileg They allow modeling highly nonlinear relations bypna
ping the observed predictor variables nonlinearly to soigh dimensional feature space. Prediction takes placeisnhiigh
dimensional space. To avoid overfitting, a penalty term dedd In many contexts, this form of kernel ridge regressienfiqums
very well. In spite of these attractive features, this mdtiscnot commonly applied in a time-series context. In thislgt kernel
regression is employed to forecast the Conference BoamispOsite Coincident Index in various model specificationiis
CCl, a weighted average of macroeconomic variables, isrgipéaken as a measure of the overall performance of the U.S
economy. The forecast performance is compared to that of mmventional, linear methods. Our results show that,césihe
when forecasting at longer horizons, allowing for nonlititéss improves predictive accuracy.

C036: Estimation and validation in count time series models
Presenter: Robert Jung, Universtaet Erfurt, Germany
Co-authors: Andrew R. Tremayne

This paper is concerned with models for time series of snwalhts based upon random operations to preserve integetustu

A leading case would be the first order integer autoregressivdel, INAR(1), based upon a binomial thinning operatus has
received extensive attention in the literature. We focugoaecond order generalization and a companion model hggada
different random operation. Parameter estimation, ppadty by maximum likelihood, is considered and simulatieidence of
the performance in finite samples of all estimators coneillés provided. An aim of this computational exercise is tovjite
some guidance to applied workers as to the sample sizesdeedbat inferential procedures can be expected to behbve re
ably. In addition, a number of model validation exercisesaavanced. One main approach stems from the use of parametri
bootstrap analysis designed to assess the fit of the depmndencture in the observed data. A second arises from pipat®
use of probability integral transformations, suitablyustigd to acknowledge the integer nature of the data, généesded on
predictive distributions from models. The paper is congidiy introducing a novel data set taken from financial ecaioos
and applying all foregoing methods to it.

ES14 Room5 GENERALIZED MIXED MODELS Chair: Heather Turner

EO050: On the geometry of generalised linear mixed models
Presenter:  Karim Anaya-lzquierdo , The Open University, UK
Co-authors: Critchley Frank, Marriott Paul, Vos Paul

The geometry of Generalised Linear Models is well undestand has proved helpful in understanding their higher order
asymptotic properties. Furthermore, the geometry of ramelifect models has been previously considered. New dewedofs in
geometry for statistical science have emerged in recems yeaneet the challenge of understanding practical statigiroblems.
These new theoretical developments have been accompanéegrbwing realisation of the potential of computationadigetry

and associated graphics to deliver operational tools. @jegt uses computational information geometry to deveiagnostic
tools to help understand sensitivity to choice of GLM by 8iniy an appropriate perturbation space. Our long-term aito i
engage with statistical practice via appropriate R soféwearcapsulating the underlying geometry, whose detailsishe may
ignore. In this talk, simple examples of extensions of ounpatational information geometry work to the GLMM case ol
discussed.

E080: Testing for misspecification in generalized linear mixed mdels: a SAS macro
Presenter: Saskia Litiere, Hasselt University, Belgium
Co-authors: Ariel Alonso, Geert Molenberghs

The development of software tools such as the SAS procedtidéED, NLMIXED and GLIMMIX, or the R functions LME,
NLME and GLMM have greatly facilitated the use of the Geniesd Linear Mixed Model (GLMM) for the analysis of non-
Gaussian longitudinal data. However, this subject-spenifaidel may not always be robust against departures fromatiem
assumptions, like the choice of the random-effects stractdence, diagnostic tools for the detection of such misfipation are
of the utmost importance. In this talk, we present a familgiafynostic tools along the ideas of White’s Information Niatiest,
based on the information matrix equality and several edgimiaepresentations of the model information matrix. Wkevialuate
the power of these tools using some theoretical considasts well as via simulations, while focusing on misspeaific of
the random-effects structure. Additionally, we will illuate how these tools can be used easily in a practical situdtrough
the availability of SAS macros in which these diagnostids@we readily implemented.
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E185: Flexible random effects in ordinal regression models
Presenter: Georgios PapageorgiouNational University of Ireland, Galway, Ireland
Co-authors: John Hinde

Generalized linear mixed models have been used extensivéte analysis of clustered data. The random effects iraratpd
in the linear predictors of these models account for theetation present in the data. Many approaches have beengzo por
modeling the random effect distribution: the nonparametpiproach with its resulting discrete estimate of the ramdfect dis-
tribution; the overly restrictive fully parametric appotm and also the so-called semi-nonparametric and smootpamametric
approaches that do not make strong assumptions about the ghéne random effect distribution, but which allow somatcol
over the smoothness of the resulting estimate. Here the ofasultivariate generalized linear models is extendedi¢tude in
the linear predictor random effects that are generated byomth density. The focus here is on ordinal regression nsodith a
cumulative logit link. Maximum likelihood estimation oféhmodel parameters is carried out using a Monte Carlo EM itgor
which uses a rejection sampling scheme and automaticalfgases the MC sample size after iterations in which the Elist
swamped by MC error. The methods are illustrated and cordgarsimulation and application to a data set.

E209: Random effects in cumulative mortality models
Presenter:  John Hinde, National University of Ireland, Galway, Ireland
Co-authors: Silvia de Freitas, Marie-Jose Martinez, Clarice Demetrio

In toxicological experiments for biological pest contrekperiments frequently involve the study of cumulative tality in a
groups of insects measured at various time points. Sampléifferent strains, or isolates, of the compound under \staic
used, typically with some replication. The example congdehere is from a study of a microbial control to insect dagnag
in sugar cane. Cumulative multinomial models provide anialss approach to the analysis of these data, however, the bas
model needs to be extended to account for overdispersionme We consider various random effect models, including the
Dirichlet-multinomial and models with random effects irtlinear predictor. For some simple time trend models, fjttining a
generalized estimating equation approach leads to a sunglsf simple modification of the multinomial fit and castgi on the
behaviour in more complex models. Other approaches caesideclude quadrature methods for normal random effeces. W
also consider modelling isolates as a random effect, withxéume distribution to cluster isolates with similar actidogether
with other replicate random effects for overdispersion.

E142: A model for correlated paired comparison data
Presenter: Manuela Cattelan, University of Padova, Italy
Co-authors: Cristiano Varin

Paired comparison data are binary data that indicate whiehod two objects under comparison is preferred or wins thma-co
parison. In general, traditional models developed for tiedyssis of this type of data are applied assuming indeperelamong
all observations. This may be unrealistic as it is sensiblexpect that the results of paired comparisons with a commbgact
will be correlated. A new model is proposed that extends xisting models in a straightforward manner introducingelation
among observations with a common element. This is achidvedigh the addition of object specific random effects. Ufor
nately, the computation of maximum likelihood estimateguiees the solution of a high dimensional integral. The fBobis
overcome by means of composite likelihood techniques. Bitiom studies show that composite likelihood gives satitfry
results. The model is illustrated through two examples. firlseexample considers results of volleyball matches ardsédtond
regards soccer data. The main difference between the tvacse#d is that volleyball matches end in a win for one of the-com
peting teams, while in soccer the final result may also be wa.drathis case, an additional threshold parameter is nacg$s
specify the probability of draws.

E144. Mixed Bradley-Terry models
Presenter: Heather Turner, University of Warwick, UK
Co-authors: David Firth

In a basic Bradley-Terry model for paired comparisons, assp 'ability’ is estimated for each 'player’ and the oddglayer

i beating player j is given by the ratio of these abilities.eTihodel may be represented as either a logistic regressidelmo
or a log-linear model and fitted using standard gim softwanmare specialised packages, such as BradleyTerry or pteimo
R. Often however, the substantive interest lies not in estimg the abilities of a particular set of players, but mbdglplayer
abilities by player covariates. Usually this is implemehte/ replacing the individual player abilities by linear gieors in
the glm model. An important drawback of this approach is thdbes not allow for variability between players with thersa
covariate values. Clearly this can be overcome by incotpgraandom effects for the players. Whilst mixed Bradley#ye
models could be handled in principle by any gimm softwareclised software is desirable to enable natural reptasen

of the models and provide useful summary functions. Here neegnt recent developments of the BradleyTerry packagehwh
extend its capabilities to fit mixed Bradley-Terry modelsd afso to incorporate contest-specific effects.
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ES15 Room 6 ROBUST ANALYSIS OF COMPLEX DATA SETS 2 Chair: Andreas Christmann

E104: Robust inference in semiparametric models
Presenter: Graciela Boente Universidad de Buenos Aires and CONICET, Argentina
Co-authors: Daniela Rodriguez

Semiparametric models contain both a parametric and a namgdric component. In particular, generalized partilitigar
models (GPLM) are semiparametric versions of the genedlinear models where the response is to be predicted byiates
They are useful when we suspect the linear model is insuftit@explain the relationship between the response variait

its associated covariates. To avoid the curse of dimendign@aPLM allow most predictors to be modeled linearly whidtne

or a small number of predictors enter the model nonparacadiiri In particular, these models include partly lineagression
models when the link function is the identity function. Ugigeneralized profile likelihood, root-n consistent estasdor the
parametric component can be obtained when the usual optateafor the smoothing parameter is used. However, as is well
known, such estimators fail to deal with outlying obsemwasi and so does any test statistic used to make inferencdseon t
regression parameter. Robust alternatives to some of tleadars and tests considered in the literature will be dieed. A
general approach which includes a robust version of theadeei and a robustified quasi—likelihood is considered.

E202: Multivariate statistical methods based on spatial signs andanks
Presenter: Hannu Oja, University of Tampere, Finland
Co-authors: Klaus Norhausen

Classical multivariate statistical inference methodstétimg’s tests, multivariate analysis of variance, mudtiate regression,
etc.) are based on the use of an L2 criterion function. Hétexrative L1 criterion functions (with Euclidean normgarsed to
extend the classical univariate sign and rank methods tonthiévariate case. The first objective function, the meaviat®n
of the residuals, is the basis for the so called least alisdiexiation (LAD) methods; it yields different median-typstimates
and sign tests in the one-sample, two samples, several sampdl finally general linear model settings (spatial sigthous).
The second objective function is the mean difference of #sduals which generates Hodges-Lehmann type estimates an
rank tests for different location problems (spatial rankhods). We briefly review the theory of the multivariate splagign
and rank methods, tests and estimates, in the one sampézaksamples and, finally, multivariate linear regressiases. A
transformation-retransformation technique is used taiokdffine invariant tests and equivariant estimates. Biffeproperties
of the tests and estimates are discussed and compared. AckRgeaentitled MNM will be available for implementing Syzeti
sign and rank methods The theory is illustrated with sewveramples using the MNM package.

E219: Plots for the detection of influential observations in depedent data
Presenter: Anne Ruiz-Gazen Universite Toulouse 1, France
Co-authors. Marc Genton

We introduce plots in order to detect influential observation dependent data. The first plot is called a hair-plot antists
of all trajectories of the value of an estimator when eactenlaion is modified in turn by an additive perturbation. Arkdot
is a version of the empirical influence function with replaeat with a particular parameterization of the perturbatiBrom
the hair-plot, we define two measures of influence: the laddlénce which describes the rate of departure from theraigi
estimate due to a small perturbation of each observatiod;tta® asymptotic influence which indicates the influence @n th
original estimate of the most extreme contamination foheatservation. The second plot is called a disc-plot andistais
plotting discs with radii proportional to the rate of depaet from the original estimate due to a small contaminatioeazh
observation. Open discs denote an increase of the valueahelosed discs denote a decrease. The cases of estingdioes d
as quadratic forms or ratios of quadratic forms are invagtigin detail. Sample autocovariances, covariograms amadgrams
belong to the first case. Sample autocorrelations, comafog, and indices of spatial autocorrelation belong to ¢teisd case.
We illustrate our approach on various datasets from timesanalysis and spatial statistics.

E121: On consistency and robustness properties of support vectanachines for heavy-tailed distributions
Presenter:  Arnout Van Messem Vrije Universiteit Brussel, Belgium
Co-authors: Andreas Christmann

Consistency and robustness results of SVMs were recentlyedefor non-negative convex lossesof Nemitski type, if a
weak moment condition for the joint distribution P is validlowever, this condition excludes heavy-tailed distribng such
as the Cauchy distribution. We weaken this condition on Prilg a condition on the marginal distributionkPsuch that the
applicability of SVMs can be extended to heavy-tailed ctindal distributions. To this purpose, we shift the loss dawards by
some function independent of the estimator. More precisetydefine the shifted lods (x,y, f(x)) := L(x,y, f(X)) — L(X,y,0).

Obviously, this new loss can be negative. We first discussisieelL*-trick, give properties of the new lots, and show that
the solution to the shifted problem exists and is unique tHeumore, this solution coincides with the decision fumetof the
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original formulation if the latter exists. We then give amegenter theorem and results on risk-consistency andstensy of
the solution. Finally we show that the solution of the shiffroblem is robust in the sense of influence functions if anied
kernel and Lipschitz continuous loss is used. This resuttdhfor both Hampel's influence function and the BouliganitLience
function.

EO007: On recent results for support vector machines
Presenter: Andreas Christmann, University of Bayreuth, Germany

Modern learning theory is still a fast developing topic iatittics and support vector machines (SVMs) play an importae in
this area. The original SVM approach was derived from theegaized portrait algorithm. However, general SVMs are aiow
days usually considered in the context of regularized dogdirisk minimization over reproducing kernel Hilbert spa. Besides
classical applications for classification and regressimpg@ses, SVMs are also used for automatic fraud detectiebh;mining,
text-mining, and pattern recognition in images. The talkfivst briefly summarize some facts on general SVMs obtaimidin
the last years. Then some recent results on SVMs will be slsowh as (i) a general representer theorem and consistendisre
both for heavy-tailed distributions and (ii) probabilsiounds on the sparsity of SVMs that use the epsilon-insem#iss. The
sparsity of SVMs is important from an applied point of viewchuse sparsity decreases the computation time of SVMddooth
the training data set and for the test data set. Finally, seswdts for dependent data will be given.

ES18 Room9 BIOINFORMATICS Chair: Kostas Triantafyllopoulos

E054: Sequence database search with compositionally biased amiacid sequences
Presenter:  Vasilis Promponas University of Cyprus, Cyprus
Co-authors: loannis Kirmitzoglou

Statistical significance estimation by BLASTP relies hgawh the background frequencies of amino acid sequenaesthe
amino acid composition of the database searching againstry@equences containing segments of extreme amino atigazo
sitions (compositionally biased segments - CBSs) clealyade from the aforementioned distribution, thus makimgdtatistics
employed for significance estimation unreliable. Diversghhiques have been proposed to identify CBSs in query segse
and filter (mask) them prior to database searches to avdiadimg false positive hits unrelated to the query under stigation.
For this task, a multitude of algorithms based - among others information theory, dynamic programming, word statst
regular expressions or suffix trees are combined with dotbaged heuristics. In this contribution, we describe théistical
and biological motivation for masking amino acid sequenrés to database search, and the most popular methodsggdpo
to tackle this problem. We present unpublished result&edas ROCn analysis of standard benchmark datasets, alfingtrthat
the CAST algorithm (which incorporates information of theckground and target distributions through the use of aragio
substitution matrices) in a novel two-way fashion may yiehghroved computational performance (quantified by CPU time
output file size) without sacrificing sensitivity.

E222: A mixed effects model for differential expression analysisn longitudinal designs
Presenter:  Giovanni Montana, Imperial College London, UK
Co-authors: Maurice Berk

We propose a statistical approach for the detection of rdifféally expressed genes. Specifically, we envisage atlatigal
study design where multiple biological replicates arelatdé and each individual is observed at more than one tirme.pd/e
present a nonparametric mixed effects model based on singathlines and introduce a visual-distance metric for catg
time course profiles that differ across experimental camut Parameter estimation is carried out through the EMrilgn
whereas model search is performed using a simplex optimizalgorithm. Finally we present applications of the susigd
model using both simulated and real data sets.

E136: Clustering of time-course gene expression data using a Bagian infinite mixture model based approach
Presenter: Daniela De Canditiis C.N.R., Italy
Co-authors: Claudia Angelini, Marianna Pensky

A novel Bayesian method for clustering longitudinal dattagted from time-course microarray experiments is presenthe
statistical problem is formulated as follow: given N sangpteirves representing the genes’ expression profiles mezhsader
noise, we want to identify the number of different groupsdeid in the data and to assign the genes which have a similaf 'tr
expression profile to the same group. This problem can betresafunctional clustering where the additional challeisg®e
address some of the technical issues specifically due toatueenof the data, for example the time series are very sthat,
number of genes is high, there is a significant presence ttagpd and/or missing data, the grid design are non-umifand
the tails of the noise are higher than Gaussian. In a regressintext this problem is translated into the problem oéssing
groups of genes whose coefficients are sampled from the siatnibution and it is handled by the means of a Bayesian itfini
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Dirichlet Process mixture model. An MCMC split and mergeesuok is used for sampling from the posterior and the empirical
MAP (Maximum Posterior) is selected as the final configuratibthe data.

E189: An alternative marginal likelihood estimator for phylogenetic models
Presenter: Serena Arima, SAPIENZA University of Rome, Italy
Co-authors: Luca Tardella

Bayesian phylogenetic methods are generating noticeathegiasm in the field of molecular systematics. Severaigg@netic
models are often at stake and different approaches are asmmripare them within a Bayesian framework. One of the most
widely used approaches is based on the so-called margkedihtbod of each model or, equivalently, on the Bayes fafdor
two competing models. However, the computation of the highedsional integral corresponding to the marginal liketitl is

a challenging problem. Several computational solutiong leeen proposed, none of which can be considered overatisup

in terms of both computational complexity and precision. 8hlew the successful implementation of the Inflated DensitifdR
approach which is an alternative implementation of the Gdized Harmonic Mean (GHM) method. The new estimator share
the original simplicity of the GHM estimator, recycles MCM@nulations but, unlike it, overcomes the infinite variamsmie.
The proposed method is applied to some standard phylogemetiels and produces satisfactory results when comparéd wi
other commonly used approaches.

E205: Estimation of Gaussian graphical model with partially known graph information
Presenter: Donghyeon Yu Seoul National University, Korea (ROK)
Co-authors: Kyunga Kim, Johan Lim, Joongho Won

A sparse graph structure among a set of variables is an iangassue in many applications including genetics, psydb& and
finance. In Gaussian random variables, the non-zero entheigoncentration matrix represents the conditional irddpnce
between its corresponding two variables. A number of methHwl/e been proposed to find better estimates of the Gaussian
graphical model. We often know a significant amount of pfesimation on the network from various sources. For example,
gene regulatory networks and human protein interactiowords are available in the public databases that were defioen
previous bioinformatics analyses. However, existing rmdghdo not take into account this pre-information. In thipgrawe
consider the pre-information on the graph to improve tharede of the Gaussian graph. We first numerically study the ga
from the pre-information in estimating the graph structuvée consider three underlying models (an AR, a star, andcéecir
network). We estimate the models with 10% and 30% of the knoavmected edges. We compare the false positive (mistakenly
connect) and false negative (mistakenly disconnect) fitites of the estimates with/without the pre-informatioWe then
apply the proposed method to estimating a gene regulatdwonlerelated to prostate cancer.

E030: Stochastic models to educational and psychological meagments
Presenter: Panagiotis Matzioros Piraeus, Greece
Co-authors: John Goulionis

Distribution of human capital is a recent addition in therigture to the list of a few fundamental determinants of ghowhe
purpose of this work is to examine the chance of test misggadsing appropriate statistical models. The estimatiomaxd-
vertent grading errors can serve as a basis for quality abimreducational and psychological measurements, whereaett
misgrading can be treated as a specific type of incident. Aitegraded by a total number of graders and for any grader the
threshold depends of the quality control requirement. tatrons of traditional Poisson models have been reviewdsiiaight

the need of introducing new models using well establisheghtide binomial distributions (NBDS). Results of this istigation

can be employed to ensure the number of misgrading everuw laethreshold. Finally we give bounds for the variance o$¢éhe
negative binomial estimators.

ES20 Room4 SPARSENESS AND FUNCTIONAL DATA Chair: Wenceslao Gonzalez-Manteiga

E101: Cluster number choice in functional data clustering
Presenter: Pai-Ling Li, Tamkang University, Taiwan
Co-authors: Jeng-Min Chiou

Various approaches to cluster number selection in muititarcluster analysis have been investigated. Howevesethaulti-
variate data approaches to cluster number selection argesained for functional data clustering. In this study, weuls on
methods of cluster number selection in functional datayaisl We consider cluster number selection in conjunctiith the
subspace projected functional data clustering methodosexppreviously, the k-centers functional clustering.eielusters are
defined via the projection of cluster subspaces, and easteclsubspace comprises the mean function and eigenfoadfdhe
covariance kernel. We propose a forward testing proceduwtetermine the number of clusters based upon functionathgges
tests. The tests use bootstrap resampling schemes touwinstierence distributions for comparing the means andesod
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variation differentials between cluster subspaces. Thechég procedure starts with a small initial cluster nurmded then
is increased in steps of one until no additional clustershmidentified. It aims at selecting the maximum number ofirtist
clusters while retaining significant difference betwearstdrs. The performance of proposed approach is compatbhathier
proposed cluster number selection criteria, extended fr@thods of multivariate data, by simulation studies antlustrated
through applications to clustering gene expression prdéite.

E169: Model selection and wavelet approximation in functional principal component regression with functional response
Presenter: Ana M. Aguilera, University of Granada, Spain
Co-authors: Francisco A. Ocana, Mariano J. Valderrama

It usually happens in practice that we have two related fanat variables whose observations are two sets of indepgmdrves.
An example is the level of lupus and the level of stress olesbdaily over a period of time. In this context, the functidireeal
model provides the relationship between two functionalaldes and predicts a functional response from a functipredictor.
Sample curves are observed at irregularly spaced timespthiat could be different among the sample individuals. \eédve
approximation and functional principal component analyse considered to reconstruct the functional form of saroptves
and to avoid the problem of multicollinearity affecting tm@del estimation. The functional model is then reduced ttivawiate
principal component regression. To select the best mod@lresent a criterion that introduces pairs of principal congnmts by
taking into account not only the variability explained byspaf the functional predictor but also their ability to foast the pcs
of the functional response. Different criteria as CV (le&vbne-out), BIC, Cp and MSE will be also considered to delee
number of pairs. The good performance of the proposed melbgyg is tested on simulated and real data.

E226: High dimensional regression analysis when regressors arehvily correlated
Presenter: Pascal Sarda University Paul Sabatier, France
Co-authors: Alois Kneip

We consider linear regression when the number of regregsrpossibly much larger than the sample sizeThis case has
been previously studied and usually the regressors ar@sagpo be almost uncorrelated whereas one assumes sjgarsetie
vector of coefficients. At the opposite, we envisage highedations between the regressors. We derive in a first stepper
bound for the L2 error of prediction of the estimator of thefficients obtained by means of principal component regwass
Using ideas from Functional Data Analysis, we show that theniol depends on the rate of decreasing of the eigenvalube of t
covariance matrix of the regressors. We then consider arglemedel where the vector of regressors can be decomposed in
sum of a first term of highly correlated variables and a sedemu of uncorrelated variables. We apply the Dantzig sefect
estimator after a decorrelation stage by means of principalponent analysis. We show that the conditions are fuféed
thus, the same rates of convergence hold.

E225: How to select design points for prediction with functional cata predictors
Presenter:  Philippe Vieu, Universite Paul Sabatier, France
Co-authors: Frederic Ferraty, Peter Hall

This talk is concerned with the regression problem when tediptor is functional. Such a problem appears in many fields
of applied statistics (e.g. environmetrics, geophysias @ronomics). Chemometrical examples will be used to ithistthe
proposed methodology. The first idea that will be presentethists in selecting a few design points (among the numerous
discretized points where the functional predictor is obsd), by means of a variable selection approach based ohlilbear
smoothing. A few theoretical properties will be presentadd the good predictive power of this procedure will be shown
in practice. In a second attempt, it will be shown how the jmes design points selection method can be combined with a
fully nonparametric functional procedure with importamprovement in terms of predictive power. As a matter of cosion,

one could say that the high complexity of functional data esakoosting ideas very attractive. For instance the predent
ideas suggest that in functional prediction one needs ttuoapery different effects (e.g. nonparametric effedétedr effects,
multivariate effects and functional effects) and therenidigh interest for combining various different predictimethods.

E206: Some results on lasso logistic regression: application teege expression data
Presenter: Manuel Garcia-Magarinos, University of Santiago de Compostela, Spain
Co-authors: Anestis Antoniadis, Ricardo Cao, Wenceslao Gonzalez-#gat

Use of penalized regression methods is increasing in thelss fivhere the number of covariatesinder study is large in com-
parison with the sample size(p > n problem). Gene expression datasets generally compriag alfew dozens of samples
for thousands of genes under study. Need for sparse modefpésative to achieve the aim of better understanding the ge
netics of disease, besides obtaining accurate clasgificakliere, we developed a lasso logistic regression (LLRyaamh to
obtain sparse, interpretable models in problems involgege expression data with binary response. Specific patialis are
tried for each covariate (gene) and their asymptotic pitiggehave been studied. Our approach is based on the geedrali
soft-threshold (GSoft) estimator and makes use of the €yiiordinate Descent (CCD) algorithm. The choice of algamiis
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essential for overcoming optimization issues related with-derivability problems of the objective function. Olmssification
results involve simulated and real data (leukemia and cotorcer datasets). Both are competitive, improving in soases
those presented in previous articles. An approximatiomefcovariance matrix for the estimated coefficients is as@kbped,
giving rise to accurate estimates of the variance-coveeiamalues.

ES25 Room 3 STATISTICS WITH FUZZY OR INCOMPLETE DATA Chair: Wolfgang Trutschnig

E093: Induction of conditional Gaussian probabilistic decisiongraphs from incomplete data
Presenter: Jens Dalgaard NielsenUniversity of Castilla-La Mancha, Spain
Co-authors: Antonio Salmeron

Probabilistic decision graphs (PDGs) are probabilistapgical models able to capture context specific indeperdsmmetimes
in a finer way than Bayesian networks. It sometimes makes Rixss efficient for computing probabilities than other griaph
models. PDGs have been only defined in a discrete case, agsanmultinomial joint distribution over the variables ireth
model. We extend PDGs to incorporate continuous variabeassuming a Conditional Gaussian (CG) joint distributidhe
CG model can be factorised as a product of conditionals. Bheitional distribution of each discrete variable is nrmuiinial
while for each continuous variable it is Gaussian. A limdatof this model is that the conditional distribution of adiete
variable cannot to depend on continuous variables. Faanest, in the framework of Bayesian networks, it means ttsatrefe
variables cannot have continuous parents. However, thédtirgsmodels can be used in important situations, as irsiflaation
problems, where the response variable is discrete. Ouopegpapproach allows to use CG PDGs as classification modéls w
discrete or continuous explanatory variables. We alsoggean EM-based algorithm for parametric learning of CG Pib@&s
incomplete databases.

EQ092: Early warning from car warranty data using fuzzy statistics
Presenter: Mark Last, Ben-Gurion University of the Negeyv, Israel
Co-authors: Yael Mendelson, Sugato Chakrabarty, Karishma Batra

Car manufacturers are interested to detect evolving pnuble a car fleet as early as possible so they can take presations

and deal with the problems before they become widespread.vast amount of warranty claims recorded by the car dealers
makes the manual process of analyzing this data hardiyblea#\ fuzzy-based methodology for automated detectiowvolfng
maintenance problems in massive streams of car warrargyisldescribed. The empirical distributions of time-tdifee and
mileage-to-failure are monitored over time using the adeanfuzzy approach to comparison of frequency distrimstiavhich
automates the visual process of comparing the central heydaf two different histograms. Our fuzzy-based Early Vifagn
Tool builds upon an automated interpretation of the diffiees between consecutive histogram plots using a cognitdael of
human perception rather than crisp statistical models. &veahstrate the effectiveness and the efficiency of the pexptool

on warranty data that is very similar to the actual data gathom a database within General Motors.

E124: The estimation of missing data in presence of outliers: comgational aspects
Presenter:  Peter Filzmoser, Vienna University of Technology, Austria
Co-authors: Heinrich Fritz, Karel Hron, Matthias Templ

Incomplete data cause problems for most statistical aeslyBhe natural way out is to estimate the missing informatad to
perform the analysis for the completed data. We will presgntexamples of statistical analyses with incomplete arttyimg
data. The first example is concerned with the estimation ioicgral components in presence of missing values and gessib
outliers. In the second example we present a method thakdg@lobustly estimate missing information for compositibdata,

a type of data that frequently appears in environmentahseig and official statistics.

E045: Iterative robust model-based Imputation of complex data
Presenter: Matthias Templ, Vienna University of Technology, Austria
Co-authors: Alexander Kowarik, Peter Filzmoser

Most of the existing methods for the imputation of missindues assume that the data originate from a multivariate abrm
distribution. This assumption becomes invalid as soona®thre outliers in the data. In addition to that, almostrafiutation
methods are designed to impute data with continuous scaledbles, and only few methods (e.g. EM-based regressien im
putation by MIX or Iveware and nearest neighbor imputatiarg available to impute data including different scaledaldes,
namely continuous, semi-continuous, ordinal and nomiagables. We show that our proposed iterative method baseoboist
estimation and stepwise regression outperforms theseoaethy a simulation study but also within applications td-weerld
data such as the European Survey of Income and Living CondiiU-SILC).
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E088: SAFD - An R-package for statistical analysis of fuzzy data
Presenter:  Wolfgang Trutschnig, European Centre for Soft Computing, Spain
Co-authors: Asuncion Lubiano

An R-package called SAFD (Statistical Analysis of Fuzzyd)atas built in order to provide a basis for doing statisticghw
one-dimensional fuzzy sets having non-empty compactvaleras level sets. The package operates on polygonal fetgy s
i.e. fuzzy sets with piecewise linear membership functi@mying an arbitrary number of supporting points. In casezayfiset

is not of polygonal type the package allows converting itcapproximating polygonal one having a user-defined number o
supporting points. Given a sample of polygonal fuzzy setEBArovides in particular functions for calculating the Mdawski
sum, the Minkowski mean and the variance of the sample, \blgehe variance is calculated based on the well-known Bezial
distance. Since, especially from the inferential pointiefw in many situations it is very important to be able to gatesamples

of fuzzy random variables the package also allows to simdlazy random variables in a realistic, semi-parametrig. \Wdne
functionality of the package will be explained and illustighby various examples.

E089: Approaches to hypothesis testing and regression estimatidor fuzzy random variables using the R-package SAFD
Presenter:  Asuncion Lubiano, University of Oviedo, Spain
Co-authors: Wolfgang Trutschnig, Gil Gonzalez-Rodriguez

Functions for hypothesis testing about the mean of a fuzzgom variable (FRV) have been developed for the R-packadgesSA
(Statistical Analysis of Fuzzy Data). Specifically, a ormenple bootstrap test that allows testing the hypothesistiigamean

of an FRV is a given fuzzy set, as well as multi-sample boagstests for testing the equality of means of two or more FRVs
has been implemented. In all cases the null hypothesis iees@d in terms of the Bertoluzza et al. metric, whose catioul

is included as a separate function in the R-package. Morgavfanction to estimate a simple linear regression modeivfo
FRVs has been added to SAFD. Thereby the fitting is done baséshet-squares minimization with respect to the Bert@uzz
et al. metric, by considering the constraints that allow targntee the existence of the residuals. The underlyingydtieal
approaches for hypothesis testing and for linear regresgilh be described, the corresponding implemented funatiwill be
explained and their main properties will be illustrated lsjng both simulated and real-life data.

CS34 Room8 COMPUTATIONAL ECONOMETRICS AND APPLICATIONS Chair: Tommaso Proietti

C121: SUTSE models: non linear temporal disaggregation and the ENalgorithm
Presenter:  Filippo Moauro, Eurostat, Luxembourg

Maximum likelihood estimation of unknown elements of a &agystem of seemingly unrelated time series equations, 868U
models, can be based on the EM algorithm. A convenient solut the problem has been developed in the STAMP program.
Here it is presented a further extension to models with tiengs subject to non-linear temporal aggregation comgr&nduced

by the logarithmic transformation of observed data. Thetsmh requires the definition of a non-linear state spacemfand of

its linear Guassian approximation. The estimation is edrout matching the conditional mode of the states corretipgrto the

two state space forms and iterating on the Kalman filter anabsiner estimating equations. Results of an extensive agijun
based on data extracted from the Eurostat dataset are fgésesith a particular focus on data expression of nominkies

C206: Comparing aggregate and disaggregate forecasts of contem@mneously aggregated vector MA processes
Presenter:  Andrea Silvestrini, Bank of Italy, Italy
Co-authors: Giacomo Sbrana

The paper compares the performance of aggregate and digadgmpredictors in forecasting contemporaneously agtgdg
vector moving average (MA) processes. The aggregate poedscbuilt by forecasting directly the process which rés@ilom
contemporaneous aggregation of the original data gengratbcess (DGP). The disaggregate predictor is obtainedtsegat-
ing univariate forecasts for the individual componentdefdriginal DGP. The necessary and sufficient conditionfergquality
of mean squared errors associated with the two predictalsriged in the case of a bivariate MA(1) process. Furtheemiois
shown that the equality of forecasting accuracy can be eetliasing specific assumptions on the parameters of theridéto
process. Indeed, several sufficient conditions for the lggua mean squared errors are provided. In this sense,tthetare
and parameters of the DGP determine the relative efficiehttyeatwo forecasting methods. A Monte Carlo experiment \hic
takes into account potential problems of model misspetificand estimation uncertainty confirms the theoreticalifigs and
sheds further light on the influence of the DGP’s parameterthe efficiency of the predictors. Last, an empirical apgilan
dealing with the problem of forecasting aggregate Canadigntory investments is presented to illustrate the maiirfigs.
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C038: Alternative estimating and testing empirical strategies 6r fractional regression models
Presenter:  Jose Murteira, Universidade de Evora, Portugal
Co-authors: Esmeralda Ramalho

In many economic settings, the variable of interest is adténaction or a proportion, being defined only on the unitriveie The
bounded nature of such variables and, in some cases, thibifityssf nontrivial probability mass accumulating at one both
boundaries raise some interesting estimation and inferissaes. In this paper we survey the main alternative regremodels
and estimation methods that are available for dealing wébtional response variables and propose a full testinhodetogy

to assess the validity of the assumptions required by edinager. We consider both one and two-part models based on
several alternative functional forms (logit, cauchit, lpitploglog, cloglog) and estimation methods (maximum lilkeod or
guasi-maximum likelihood). Regarding the testing methogg we focus on tests for conditional mean assumptionschwh
may be also used for choosing between one-part and two-patel In addition to the tests that are commonly employed in
the literature of binary models (RESET and goodness-&ftlists), we suggest a new class of goodness-of-functional tests
and investigate the application of non-nested tests irfthisework. Finally, we examine the finite sample propemiesiost of

the estimators and tests discussed through an extensiveeanlo study. An application concerning corporate cépitacture
choices is also provided.

C273: Monte Carlo simulation of discrete choice models involvingdrge sums
Presenter:  Zsolt Sandor, University of Groningen, Netherlands

We study Monte Carlo simulations in a class of models invaintegrals where the integrand function is the expectaebvef

a discrete random variable with the number of possible gainereasing exponentially in some number of choice unitehS
integrals occur in several different classes of economettdblems related to discrete choice models. In these gmubkhe
integrals involved need to be estimated several timeseghmgir estimation is part of larger algorithms. Therefares crucial
that the estimates of the integrals are sufficiently prears computable within reasonable time. Our estimationrihgo is
based on the feature of the integrals that they can be vies/dtbaexpected value of a joint discrete-continuous rancanalble.

We estimate the integrals by Monte Carlo simulations wiipeet to both the continuous and discrete part of the josurdte-
continuous random variable. We compare the simulatiomaséis from pseudo-random and quasi-random samples, wieere t
latter are randomized orthogonal array-based Latin hyfiercamples and randomized good lattice points. We find tieat t
guasi-random simulations provide estimates that are nexa@se than pseudo-random simulations in all the cases nsdzmy.

C340: Detection of changes in parameters of linear regression mads based on ratio type test statistics
Presenter: Barbora Madurkayova, Charles University in Prague, Czech Republic

Procedures for detection of changes in parameters of liregaession models are considered. In particular test droes
based on ratio type test statistics that are functionalsadfg) sums of residuals are studied. Ratio type statistiesnteresting
for the fact that in order to compute such statistics themamequirement to estimate the variance of the underlyindeho
Therefore they represent a suitable alternative for atabénon-ratio) statistics, most of all in cases when it féialilt to find a
variance estimate with satisfactory properties. PreWotise properties of ratio type statistics for detectiorcbénges in linear
regression models were only described for the case of imdkgpe random errors. We study the possibility of extendimese
methods for the case of dependent random errors, includRigA processes. This is an important question from the viagatpo
of applications, since dependent observations are ofeenabe when analyzing econometric and financial data. Wenastu
have data obtained in ordered time points and study the ppdithesis of no change against the alternative of a chargering
at some unknown time point. The performance of proposedadstis demonstrated on simulated data.

C199: New EuroMInd: a monthly indicator of gross domestic product for the euro area and its member countries
Presenter: Rosa Ruggeri Cannata European Commission, Luxembourg
Co-authors: Cecilia Frale, Massimiliano Marcellino, Tommaso Proje®ian Luigi Mazzi

The methodology for the joint estimation of monthly indimest of real GDP at market prices for the Euro area and its fngelst
member states is illustrated. This is based on a same botpostrategy which hinges on the separate disaggregatioreof th
components of GDP by expenditure type and by sector. The Infiodeach GDP component is formulated for the monthly
growth rates of the series, which yields a nonlinear tem@aggregation constraint, and aims at disentangling frooh e&ries
the dynamics that are common across the Euro area and treienific to each individual countries.
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CS48 Room 10 FORECASTING AND APPLIED ECONOMETRICS Chair: Christian Francq

C184: Discerning the importance of new information
Presenter: Romulo Chumacerg University of Chile / Central Bank of Chile, Chile

A framework for evaluating the importance of the arrival @ninformation for forecasting, estimation, and decisicaking
is developed. By fusing known and recently developed siizdigests and concepts, the paper provides guidelinedefi@rcting
outliers, influential observations, innovations, and gmesbreaks in the end of the sample. The methodology is egpb
analyze the Chilean CPI inflation.

C279: Forecasting the behavior of the real exchange rate using lanspans of data
Presenter: Efthymios Pavlidis, Lancaster University, UK
Co-authors: Ivan Paya, David Peel

The nonlinear modeling and forecasting of the dollar sigrlieal exchange rate using long spans of data is consid€red.
contribution to the literature is threefold. First, we pide significant evidence of smooth transition dynamics mghbries by
employing a battery of recently developed in-sample diagistests. Second, we investigate through Monte Carlaikition

the small sample properties of several evaluation measoresmparing recursive forecasts when one of the competiodels
is nonlinear. Our results indicate that all tests exhibit jmower in detecting the superiority of smooth transitioreolinear
autoregressive models. Finally, notwithstanding the abthe nonlinear real exchange rate model outperforms hetrendom
walk and the linear autoregressive model in forecastindp#aviour of the series during the post-Bretton Woods era.

C301: Forecasting spot electricity prices through combination 6forecasts
Presenter: Fany Nan, University of Padova, Italy
Co-authors: Silvano Bordignon, Derek Bunn, Francesco Lisi

As a result of deregulation of most power markets around thddnelectricity price modelling and forecasting have aid
increasing importance in recent years. For the modellingle€tricity prices one cannot rely on conventional modeisdu
to model stock prices, due to the distinct features of dl@girmarkets. In this work, we consider different typolegiof
models to forecast one-day ahead electricity prices of smpeesentative moments of the day of the UK Power Exchange
market. Included are linear ARMAX models, different spezifions of multiple regression models, non linear Markoitaving
regression models and time-varying parameter regressamelss No model globally outperforms the others in fordogst
accuracy: differences in forecasting accuracy depend weralefactors, such as model specification, sample rewlisaind
forecasting period. Since different forecasting modetsrséo capture different features of spot price dynamics, m@gse
a forecasting approach based on the combination of forec&imbination results illustrate the usefulness of thegulare,
showing that for the dataset combined forecasts have tlenpaitto produce forecasts of superior or equal accurdegive to
the individual forecasts. At the same time, this technidlevs to avoid the choice of a single model.

C310: Population drift and forecasting in the foreign exchange maket
Presenter:  Nicos Pavlidis Imperial College London, UK
Co-authors: Efthymios Pavlidis, Dimitris Tasoulis, Niall Adams, Davitand

The presence of long swings in foreign exchange markets ttengboor predictive ability of structural models of exchang
rate determination, are well documented. Recent studiew $hat the forecasting performance of economic modelis ti
dependent. Moreover, theoretical models were developadhinh the link between fundamentals and asset prices is-time
varying. These developments suggest that it is necessapctmmmodate the possibility of changes in the underlyinmjadion
distribution (population drift) when studying exchangéer In discussing population drift it is useful to distimgfubetween
abrupt and gradual change. Most work on abrupt change dmteeties on the assumption that the parameters of the ptpnl
distribution are known and constant before the change eccthis assumption is unrealistic in foreign exchange fastng.
In contrast, adaptive filtering methods handle slowly cliag@nvironments by gradually removing the impact of pasa aen
current parameter estimates. This is achieved by an apatepiefinition of the criterion which is optimized to yieldet model
parameters. We investigate the existence and significdmpmpalation drift in foreign exchange rate series and psgpoethods
that are capable of yielding accurate predictions, as veghraviding insight about the structural changes that occur

C210: Proposal for market similarity evaluation method using stack board
Presenter: Hirokazu Nishioka, Nagoya University, Japan
Co-authors: Fujio Toriumi, Kenichiro Ishii

Recently, artificial markets are attracting the attentibmany researchers as a new approach to financial marketsidyzing
the simulation results in artificial markets, researcharsaarify market mechanisms or find new insights into finalhiarkets.
However, simulation results are not always grounded irityea@hdequate explanation is required so that the simutat&sults
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can be trusted. Therefore, evaluating the similarity dfieil and actual markets is crucial to improve simulatiefiability.

In this study, we propose a new evaluation method to estisiatiarity during observable market behavior data. Ouppsed
method focuses on the stock board instead of price data. rip@ged method is applied to an evaluation experiment téiroon
the accuracy of the evaluation method. We prepared threstypdata sets in different time classes. Each data set wiasdie
from market opening times, market closing times, and cootis sessions. The simulation results show that the ideattdin
rate between the opening times and the continuous sessi&®4 , and the identification rate between the closing times a
the continuous sessions is 74% . The above results confirwatitity of the proposed method. With the proposed evatumati
method, we can estimate whether the artificial markets carubged.

C208: Asymmetry in price transmission mechanism between consumend producer prices in European agricultural
markets

Presenter:  Eleni Zafeiriou, Democritus University of Thrace, Greece

Co-authors: Theodoros Koutroumanidis, Spyridon Sofios

The present paper surveys the efficiency of the nationataltpiral markets in E.U. To be more specific we survey thealsre
the meat and the dairy market in Hungary, in U.K., in Greeakiartaly. The asymmetry in the price transmission mechanis
was investigated between the producers and the consuniggs jor the agricultural markets under preview. For theaarnent
of this objective the Johansen cointegration techniqueapgatied, while at the same time the effect of the world prinetee
consumer and producer prices of each market was surveypdrtinular we applied the Granger causality test in ordsutoey
whether the world price Granger causes the national produc®nsumer prices. In all cases as expected the world Griaeger
causes the consumer prices but not the producer prices) thieepricing policy affected by the CAP regime. Furthermdine
asymmetry in the price transmission mechanism was survgitbdhe application of the Error Correction Model EngleaBger
(ECM—EG model) as well as the LSE-Hendry Model. Accordinthoresults derived with the application of the methodology
used, symmetry in the price transmission mechanism wasromwdias an exception and not the rule in the agricultural etark
studied. Inefficiencies in the agricultural markets cany@aned with the CAP regime under which they function ashaglby
specific conditions of each market studied.

CS49 Room 2 FINANCIAL MARKETS 1 Chair: Elena Kalotychou

CO067: Pricing of discretely monitored exotic options under NIG dynamics
Presenter:  Arvid Naess Norwegian University of Science and Technology, Norway
Co-authors: Eivind Aukrust

In recent years it has been demonstrated that the Normaiskn@aussian (NIG) process can be used to model stock returns
The characteristics of the NIG market model compares faldyrwith empirical findings in the financial markets. Herésit
briefly described how vanilla options can be priced effidigaind how the corresponding option prices match with ddption
surfaces. More importantly, it is demonstrated how digtyanonitored exotic options can be calculated very fastearudirately

in a simple manner under the NIG market model using the nwalgrath integration approach. Several numerical exangpkes
presented to highlight accuracy and efficiency.

C242: Modeling stock price returns and pricing a European option with Le Cam’s statistical experiments
Presenter:  Yannis Yatracos Cyprus University of Technology and National UniversifySingapore, Singapore

The embedding of the stock price return modeling problemdrClam’s statistical experiments framework suggests giese
probabilities, obtained from the traded stock priceignT |, for the agent selling the stock’s call option at titgeand for the
buyer who may exercise it at time. When the transaction times are densétdnT] it is shown, with mild assumptions, that
under each of these probabilities I /S,) has infinitely divisible distribution and in particular ameel distribution for calm
stock; S is the stock’s price at time t. The price of the stock’s Euanpeption is the expected cost of the agent obtained using
the distribution of logSr/S,). It is similar to the Black-Scholes-MertdiB — S— M) price, and coincides with it for calm stock
after translation. The strike price determined by the agees not give arbitrage opportunity to the buyer. Additlaesults
clarify volatility’s role in the buyer’s behavior. The rd&ijustify the extensive use of the B-S-M price and provitepossibility

of a lower price by estimating market parameters.

C308: Some methodological issues related to the estimation of sgmatic risk with reference to the Athens Stock
Exchange

Presenter:  Alexandros Milionis, University of the Aegean, Greece

This work is concerned with the effect of the interval overiethreturns are measured (intervalling effect) on the estion of
systematic risk (beta coefficient) with reference to theefihStock Exchange (ASE) and discuss related methodoliggces.
Itis found that the intervalling effect is strong and causegous biases in the estimation of betas for short difi@renintervals.
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A two stage procedure leading to the estimation of the sied¢asymptotic betas is used and the sensitivity of the tesnl
the functional form used to express the convergence of betheir asymptotic values, as well as on the method of etitima
is examined. By and large, the established methodologyeimtbst developed capital markets of using monthly data anl OL
estimates seems to provide reliable beta estimates for R&fher, using a simple algorithm stocks are categorizexsaven
classes according to the character of the variation of teta with the differencing interval. Finally it is found ththe estimated
proxy for price adjustment delays (pads) depends on theaflasymptotic betas. This has implications when

the capitalization value is used in order to obtain the dtedanferred asymptotic betas.

C068: A new solution to the purchasing power parity puzzles
Presenter:  Michael Arghyrou, Cardiff Business School, UK
Co-authors: Andros Gregoriou, Panayiotis Pourpourides

We argue that even in perfectly frictionless markets riskrsion driven by exchange rate uncertainty may cause a wedgeen

the domestic and foreign price of a totally homogeneous g&te test our hypothesis using a natural experiment based on a
unique micro-data set from a market with minimum imperfaasi. The empirical findings validate our hypothesis, as@atiiog

for exchange rate uncertainty we are able to explain a soestaroportion of deviations from the law of one price. @l§ our
analysis suggests the possibility of a new solution to threlpsing power parity puzzles.

C239: The clustering financial time series in applications for man market Stocks returns
Presenter: Anna Czapkiewicz, AGH University of Science and Technology, Poland
Co-authors: Beata Basiura

The time series clustering is aimed at classifying the sengler study into homogenous groups. The identificatiomufaxities
or dissimilarities in the financial time series has becomigrgrortant research area in finance. The problem in clusedysis of
financial time series is the choice of a relevant metric. Is study some measures of distance are discussed. Firstethsure
based on the correlation ratio is considered on the cowalatbtain from the Copula-Garch models. The marginal ithistr
tion are Garch(1,1) with innovations from t-Student and $¢éanskewed t-distribution and skewed generalized errtilalition
(SGED) respectively. The several copula functions whialeltifferent characteristics in terms of tail dependeney tire Gaus-
sian copula, the Student-t copula and the Archimedes Cofitla comparison with other distance measures, in partitioéa
metric based on the disparity between the correspondieg fititoregressive expansions and the Euclidean distatwedsethe
logarithms of the normalized periodograms, is provided Jin@larities and dissimilarities between countries finahmarkets
are investigated using the discussed clustering methodsa sed in this study are daily stock markets returns forf4heo
major international stock markets.

C298: Modelling intra-daily volatility by functional data analys is: an empirical application to the Spanish stock market
Presenter: Juan Roma, Universidad Carlos Il de Madrid, Spain
Co-authors: Esther Ruiz, Kenedy Alva

We propose recent functional data analysis techniquesutty she intra-daily volatility. In particular, the volaty extraction

is based on functional principal components and the vilapirediction on functional AR(1) models. The estimatiohtioe
corresponding parameters is carried out using the furaitiequivalent to OLS. We apply these ideas to the empiricalyais

of the IBEX35 returns observed each five minutes. We alsoyaadhe performance of the proposed functional AR(1) model
to predict the volatility along a given day given the infotioa in previous days for the intra-daily volatility for tHems in the
IBEX35 Madrid stocks index.
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ES02 Room 7 OPTIMIZATION HEURISTICS IN ESTIMATION AND MODELLING Chair: Sandra Paterlini

E079: Optimised U-type designs on flexible regions
Presenter: Christopher Sharpe, University of Giessen, Germany
Co-authors: Dennis Lin, Peter Winker

The concept of a 'flexible region’ describes an infinite vigrief symmetrical shapes to enclose a particular regiomtgrest’
within a space. In experimental design, the properties afretfon on the 'region of interest’ is analysed based on afet
design points. The choice of design points can be made basatroe discrepancy criterion. This paper investigates the
generation of design points on a 'flexible region’. It useseently proposed new measure of discrepancy for this parpos
the Central Composite Discrepancy. The optimisation lséiamhreshold Accepting is used to generate low discreplitype
designs. The results for the two dimensional case inditatieusing an optimisation heuristic in combination with ppr@priate
discrepancy measure, it is possible to produce high quetiperimental designs on 'flexible regions’.

E091: Sampling schemes for approximating integrals in the efficiet design of stated choice experiments
Presenter: Peter Goos Universiteit Antwerpen, Belgium
Co-authors: Jie Yu, Martina Vandebroek

The semi-Bayesian approach for constructing efficienedtahoice designs requires the evaluation of the designte®iecri-
terion value over numerous draws taken from the prior patandistributions assumed in generating the design. Theé-sem
Bayesian D-criterion value of a design is then calculatethagxpected value of the D-error over all the draws takere tifdr
ditional way to take draws from a distribution is to use thelR®-Monte Carlo approach. However, other sampling aghes
are available as well. Examples are Quasi-Monte Carlo @gies using Halton sequences, Faure sequences, modifiethy-at
percube sampling and extensible shifted lattice pointsa@s&-Hermite quadrature approach and a method using calhexdial
transformations. Not much is known in general about whighggang scheme is most efficient for calculating semi-Bagesi
D-errors when constructing efficient stated choice designthis study, we compare the performance of these appesaatder
various scenarios and identify the most efficient sampleigeme for each situation.

EQ078: Robust uniform design
Presenter: Peter Winker, University of Giessen, Germany
Co-authors: Dennis Lin

Uniform design has became a standard tool in experimensadja@ver the last two decades. Its properties are analyoreal f
situation when the actual values of the control variablessaibject to some error in factor level values. A closed faontlie
expected discrepancy is established, under some mild assus. A thorough Monte Carlo study is conducted underovesi
potential scenarios. Some general properties have beealegv Both theoretical and simulation results are casrsistThe
robustness of uniform design under error in control vagab$ also investigated. It is shown that uniform designshagbly
robust with regard to uniformly distributed errors in desigriables.

E163: A comparison of design and analysis methods for supersatutad experiments
Presenter: David Woods University of Southampton, UK
Co-authors: Christopher Marley

Supersaturated experiments in which there are more fatttarsruns have been proposed for screening studies on iiradust
and scientific processes. A variety of design and model setemethods have been developed but little is availableheir t
comparison and evaluation. In addition, a lack of real eXamin the literature makes it difficult to assess the usefsrof these
methods in practical experiments. We use simulated exgetisrto evaluate the use Bfs?)-optimal and Bayesian D-optimal
designs, and compare analysis strategies representiressam, shrinkage, and a model-averaging procedure.eStiggs are
made for choosing the values of the tuning constants for apphoach. The aim of our investigation is to attempt to mevi
guidance on which design and analysis methods should beogethland when supersaturated designs may be successfully b
used: how many runs should be used, how many factors can bmamdated, what number and magnitude of active effects can
be detected? In addition, some comments are made on therparfoe of the design and analysis methods when the assumptio
of effect sparsity does not hold.

E196: Regression trees for the visualization of results in optingation heuristic design
Presenter: Marco Chiarandini, University of Southern Denmark, Denmark

Optimization heuristics for solving intractable numetipeoblems that arise in estimation and modelling are charaed by
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a number of components and parameters whose proper cotifiguisaa difficult task. Linear statistical models appliedthe
analysis of computational experiments of these algoritbffes the mathematical framework to separate the effectoofpo-
nents and parameters and to gain insight in a principled way;, the necessary statistical models are not trivial. Térail
nested designs with random factors leading to mixed effewar models. We study recursive data partitioning pracesl for
these models. Multiple test procedures are used to deterwliether the covariates have no significant effect on thmores
and the recursion needs to stop. We give account of both dii@rand permutation based tests. The final outcome is dgrap
ical visualization of results by means of decision trees #na of easy interpretation for the algorithm designer apdssible
synthetic way for reporting results.

ES08 Room3 FuzzY SETS IN REGRESSION AND CORRELATION PROBLEMS Chair: M. Angeles Gil

E129: Sensitivity analysis in estimating linear regression beteen interval data
Presenter: Beatriz Sinova University of Oviedo, Spain
Co-authors: Ana Colubi, Maria Angeles Gil

A mean-squares approach to the problem of estimating arvaitarithmetic-based regression in linear models betvieen
random intervals has been previously developed. The mgaaresd estimator of the regression coefficient dependseochibice
of the distance between interval-valued data formalizivegetrror, and so the corresponding MSE also depends on sinclica ¢
A preliminary simulation study is now considered. The gedWofold, namely: firstly, to compare the MSEs associatet thie

estimator in several relevant situations for all possilbleices within a versatile and convenient family of L2-typetrits (these
situations concerning different variations of either tlipleative random interval or the random error in the modsécondly,
to determine the optimal distance for each of these sitnatiBome preliminary conclusions will be finally drawn.

E107: Making regression imprecise for providing a better represemation of precise data
Presenter: Mathieu Serrurier , Universite Paul Sabatier, France
Co-authors: Henri Prade

Machine learning, and more specifically regression, ugualius on the search for a precise model, when precise data ar
available. Moreover, it is well-known that the model thusrid may not exactly describe the target concept, due to ibteaxe

of learning bias. In order to overcome the problem of leagrtivo much illusionary precise models, a so-called impeecis
regression from non-fuzzy input and output data has begoogetl recently by the authors mainly on an empirical basie T
goal of imprecise regression is to find a model that has theelbeadeoff between faithfulness w.r.t. data and (medualhg
precision. Imprecise regression uses an optimizatiorrisigo that produces linear or non-linear (kernel-basedzyuegression
functions. These functions associate to a precise inptibragossibility distribution that is likely to restrictétoutput value. In
this paper, we proposed a modified version of the initial apph, try to relate it to the representation of family of @blities

by means of possibility distributions. This approach is panred with classical and fuzzy regression frameworks. Expnts

on an environmental database are performed and the intérieizy predictions.

E108: A formal and empirical analysis of the fuzzy Gamma rank corrdation coefficient
Presenter: Maria Dolores Ruiz, University of Granada, Spain
Co-authors: Eyke Hullermeier

A generalization of the well-known Gamma rank correlatiogasure has been recently proposed. The generalizatiosas ba
on the use of fuzzy order relations and is mainly motivatethieyobjective to make the measure more robust toward notbe in
data. The goal of this paper is threefold. First, we analgmaesformal properties of the fuzzy rank correlation meas8ezond,
we complement the experiments on a simple artificial datépet more extensive empirical evaluation using real-wodthd
Third, we offer an alternative motivation of the measuresdubon the idea of equivalence relations induced by limitedipion

in the measurement of data.

E118: Integration of different slopes for mids and spreads in a regession model for random intervals
Presenter: Angela Blancg University of Oviedo, Spain
Co-authors: Norberto Corral, Ana Colubi

In the basic linear model for random intervals based on ttegval arithmetic, the same (up to sign) regression paranfet the
linear relationship between mids (mid-points) and sprealtius) of the intervals is transferred from the intervaldal. With

the aim of improving the versatility, the formalization ofreore flexible interval linear model is presented. It alloovsonsider
different slopes for the linear regression models inva\ioth pairs of variables. Some theoretical properties @ftiodel are
studied, and the estimation problem of its parameters iseaddd. The estimation is carried out in terms of the leasdreg
criterion based on a distance between intervals with go@fatipnal properties and an intuitive meaning. Some caimgsr
are considered in the corresponding minimization problewrder to obtain solutions coherent with the linear modeialtic
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expressions for the regression estimators are shown, agratamal expressions in terms of classic moments of thiahlas
mid and spr of the intervals are obtained. These exprespimvide a connection with the real simple linear regressiaory.
The empirical behaviour of the estimators is illustratedri®ans of some real-life examples and some simulation studie

E180: Kriging and epistemic uncertainty: discussion and develoments
Presenter: Didier Dubois, Universite Paul Sabatier, France
Co-authors: Kevin Loquin

Geostatistics is a branch of statistics dealing with spa#dability. Geostatistics in general, and the krigingthealology in
particular, is based on the assumption that the uncertaimdgrlying a spatial phenomenon is perfectly known. Moezisely,
it is assumed that, under some well-chosen simplifying bygges of stationarity, the probabilistic model, i.e. twedom func-
tion describing spatial uncertainty and spatial depenigsncan be completely assessed from the dataset by thesexpethat
framework, kriging consists in estimating or predicting #patial phenomenon at non sampled locations from thimatsd
random function. In the usual kriging approach, the datgegeise and the assessment of the random function is moatlg it
a glance by the experts (i.e. geostatisticians) from a tigir@escriptive analysis of the dataset. However, it seeans nealistic
to assume that spatial data are tainted with imprecisiontaueeasurement errors and that information is lacking tp@ry
assess a unique random function model. Thus, it would bealgtuhandle epistemic uncertainty and imprecision agpgar
in both data specification and random function estimatiepsof the kriging methodology. Epistemic uncertainty ¢stsof
some meta-knowledge about the lack of information on dagaigion or on the assessed model. The aim of this presemtatio
is to discuss the cogency of the usual random function appritamodel uncertainty in geostatistics, to propose a lorigtal
survey of the already existing attempts to introduce imigien or epistemic uncertainty in geostatistics and to gmegprelimi-
nary results on current developments of new tractable ndsttiat may handle uncertainty due to incomplete informedimout
the variogram model and the available data in the kriginghaoblogy.

ES22 Room5 MODEL SELECTION AND VOLATILITY MODELS IN TIME SERIES Chair: Jean-Michel Zakoian

E013: Merits and drawbacks of variance targeting in GARCH models
Presenter:  Christian Francq, University Lille 3, France
Co-authors: Lajos Horvath, Jean-Michel Zakoian

Variance targeting estimation is a technique used to altexthe numerical difficulties encountered in the quasiimam like-
lihood (QML) estimation of GARCH models. It relies on a repaeterization of the model and a first-step estimation of the
unconditional variance. The remaining parameters armattd by QML in a second step. This paper establishes thepasiim
distribution of the estimators obtained by this method iivamate GARCH models. Comparisons with the standard QML ar
provided and the merits of the variance targeting methodis®issed. In particular, it is shown that when the modeligs m
specified, the VTE can be superior to the QMLE for long-terexdistion or Value-at-Risk calculation. An empirical aggliion
based on stock market indices is proposed.

EQ77: Quasi maximum likelihood estimation and linear ARCH proceses
Presenter: Lionel Truquet, CREST/University Paris 1, France

Parametric estimation for short memory Linear ARCH proesss considered. These processes have been introducesl in th
long range dependence setting for their ability to modelléverage property of financial returns. The volatility of R&H
processes writes as a linear combination of past valueshandadnditional variance may be not bounded away from zero.
Regarding the parametric estimation of the coefficientsitrary small values of the conditional variance are pdssiind this
makes difficult to apply the usual Quasi Maximum LikelihoostiEhation. Alternative methods have been studied by skvera
autors. We investigate a smoothing version of the usual QMbieh is strongly consistent and asymptotically nhormalemd
certain assumptions. We study the behaviour of the asyrmptatiance of the procedure as well as the asymptotic veeiaf

the weighted conditional least squares method, an alieenatethod to the smoothed QMLE. Such a behaviour is linketi¢o
existence of the pseudo Fisher information and an asyropthtiefficient estimator may not exist for LARCH processéhe
usual chi-square asymptotic behavior of an appropriategndistic Portmanteau test is also established.

E004: Model selection and randomization for weakly dependent timeseries forecasting
Presenter:  Pierre Alquier, Universite Paris 7/ CREST, France
Co-authors: Olivier Wintenberger

Observing a stationary time series, we propose a new proeaduwo steps for the prediction of the next value of the time
series. The idea is to propose a prediction that does noindejp® strongly on hypothesis on the true model of the series.
Following a machine learning theory paradigm, the first stepsists in determining randomized estimators, or experts

(possibly numerous) different predictive models. It is netessary that one of them is the true model. In the secopd ste
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estimators are obtained by model selection or randomizatgsociated with exponential weights on these experts. iVée g
oracle inequalities for both estimators that proves thatpsadiction is almost the best prediction among all the espand
provide some applications for linear and some non-lineedigptors.

E005: Consistent ranking of multivariate volatility models
Presenter: Francesco Violante FUNDP Namur, Belgium
Co-authors: Sebastien Laurent, Jeroen Rombouts

A large number of parameterizations have been proposed dielnconditional variance dynamics in a multivariate frarogw
This paper examines the ranking of multivariate volatilitgpdels in terms of their ability to forecast out-of-sampbmditional
variance matrices. We investigate how sensitive the ranikito alternative statistical loss functions which evéduhe distance
between the true covariance matrix and its forecast. Thiei@tian of multivariate volatility models requires the usfea proxy
for the unobservable volatility matrix which may shift trenking of the models. Therefore, to preserve this rankiogdiions
with respect to the choice of the loss function have to beudised. To do this, we extend existing (univariate) conaktito the
multivariate framework. By invoking norm equivalence we able to extend the class of loss functions that preserviube
ranking. In a simulation study, we sample data from a cowotiisitime multivariate diffusion process to illustrate teastivity
of the ranking to different choices of the loss functions tmthe quality of the proxy. An application to three foreigitkange
rates, where we compare the forecasting performance of lttvariate GARCH specifications, is provided.

E116: Goodness of fit test for interest rate models: an approach b&sl on empirical process
Presenter: Abelardo Enrique Monsalve Cobis Universidad de Santiago de Compostela, Spain
Co-authors: Wenceslao Gonzalez-Manteiga, Manuel Febrero Bande

In this work a new test for the goodness of fit of one paramétrim of the drift and volatility functions of the interesttea
models is proposed. The test is based on a marked empirioed$s of the residuals. More specifically, the marked peoces
empirical is built using one estimators of the integrategt@ssion function in the case of the drift function and thegnated
conditional variance function in case of the volatility @tion. Under one assumed model, the distribution of the ggees
can be approximated using bootstrap or the limit distrdnufunction corresponding to a certain zero-mean Gauss@epses.
The test is applied to simulated classical financial modedssillustrated in one empirical application to the EURIB@ata set.

ES27 Room 2 STATISTICAL SIGNAL EXTRACTION AND FILTERING 2 Chair: Tommaso Proietti

E014: Robustness issues in Kalman filtering revisited
Presenter: Peter RuckdeschelFraunhofer ITWM, Germany

We present some optimality results for robust Kalman fittgriln a general state space model framework, we extend ¢aé id
model setup allowing for both system-endogenous and -exmgeoutliers, inducing somewhat conflicting goals of traglkand
attenuation. We solve corresponding minimax MSE-problé&n$oth types of outliers separately, resulting in coroesfing
saddle-points. Linearity of conditional means in the idealdel would simplify the situation drastically, so quatfiion of
the deviation from linearity is important. We obtain a sorhatvsurprising characterization of linearity for the cdiutial
expectation in this setting. As operational solution,stisg on recursivity, we obtain the rLS filter and variantstaipecialized
to endogenous, to exogenous outliers, and a hybrid versaircan cope with both types —after a certain delay. Corretipg
procedures are available in an R-package robKalman.

E062: Towards an interval based deconvolution in signal processg
Presenter: Olivier Strauss, LIRMM, France
Co-authors: Agnes Rico

A signal is usually perceived via a sensor device. When assuthe measurement process to be linear, it is possible tmyec
struct the original signal from its observations by using&called deconvolution technique. Within digital signabgessing,
this reconstruction is usually base on inverting a linearagign by minimizing a regularized least square criteri@uch an
inversion needs a perfect knowledge of the impulse respoitte sensor involved in the signal measurement. The lokisr t
knowledge, the more biased the reconstruction. In practitantifying the impulse response is a difficult task thatolmes
several arbitrary choices. When the knowledge on the impalgeonse is imprecise, then the deconvolution should beeitige
too. The deconvolution technique, we present in this pagpbased on a new modeling of the measurement process tkatext
the concept of convolution to account for an imprecise keolge of the impulse response of the sensor. It consists émeixig
the least square inversion principle to this new modelimgtive Schultz iterative inversion scheme. The reconstusignal is
a real interval valued vector, whose imprecision refleatsetiror induced by the imprecise knowledge of the impulsparese
of the sensor.
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E148: Global, regional and country factors for the world economy:a dynamic factor approach
Presenter:  Stefano Grassj Univeristy of Rome Tor Vergata, Italy
Co-authors: Borus Jungbacker, Siem Jan Koopman

Recently a new method for likelihood inference for largelesdactor models has been proposed. In particular, it has bee
demonstrated that, when the number of series is larger Heanumber of factors the computational efficiency of KalmdieF
can significantly be improved by a simple computational cieviThis new device is based on the projection of the data@n th
reduced dimensional factor space. The methodology haslaesrextended to deal with missing data, by a suitable sgzdee
formulation. We apply the new methodology for estimatingworld cycle and area specific cycles, plus country spedficts.
The dataset concerns the GDP growth of a large number of gesiniThe individual time series feature a large percentdge
missing data. The speed and reliability of the state spaeitims is crucial in this framework. The paper provideggiamatic
assessment of the estimation strategy and discusses tlcaimgvidence in the light of the previous literature.

E172: A state space approach to productivity and efficiency meas@ment: the Italian economy, 1950-2003
Presenter: Camilla Mastromarco, University of Salento, Italy
Co-authors: Ulrich Woitek

Based on the modification of the Kalman filter prediction diunes, we estimate efficiency and total factor productivdythe

postwar Italian economy in a Bayesian framework. The stadee approach allows to estimate a stochastic frontier hficohe

univariate time series. This is an advantage in a histodeatext, when data quality and comparability is an issuerddeer,
it is possible to model inefficiency as autoregressive pec&he technical efficiency measure can be interpretedtpatagap
which allows for cyclical factor utilization. We find evidea for the well known productivity slowdown, as well as anresse
in the output gap over the entire observation period.

E214: Inference for hidden Markov diffusions with applications to rainfall-runoff models
Presenter: Franz Konecny, BOKU - University of Natural Resources and Applied Life &utes, Vienna, Austria

Stochastic dynamical systems are widely used to modelmsgséeross the sciences and engineering. Such models ame conv
nient to formulate and can be analyzed mathematically antenigally. In most situations, however, the model canndiuitig
specified beforehand, and some parameters need to be taliba@sed on observed data. The rainfall-runoff model densil

in this talk is a conceptual stochastic model, formulatedantinuous—discrete state space form. We use a maximutin ke
approach based on an EM algorithm. In this approach, therigrgdient is the computation of smoothed additive functiof
hidden states. Sequential Monte Carlo methods (SMC), albedcparticle methods, are used for smoothing in the stdees
model.

ES28 Room1 SMALL AREA ESTIMATION 1 Chair: Isabel Molina

E109: A survey of mixed model extensions
Presenter: Ren Ohinata, Georg-August-Universitaet Goettingen, Germany
Co-authors: Stefan Sperlich

While mixed effects models are widely available effectivelsan small area estimation, complexity of real data strreetand
necessity of models that are specifically tailored for thiedives of data analysis require a variety of mixed modé&tesions.
We provide a review of extensions of the classical Gaussiaat mixed models. Our focus is mainly set on giving an oesvof
a variety of major model extensions rather than of ongoisgaeches of their asymptotic properties. Being motivajecbalistic
assumptions that area—specific random effects correlatanunderlie neighboring small areas and that heterosteithasay
exist in variances of the within-area errors, we make a suobi¢he relaxation of the classical covariance structuredtie error
terms. We also present semiparametric extensions of ttetidmal relationship between the response variable andrizdes in
the context of the linear as well as the generalized lineaedhinodels. Kernel regression and splines techniques amved
for semiparametric modeling of the predictors of regrassOur survey also includes parametric and nonparametegaton
of the classical normality assumption for the random e#f¢etms.

E126: Resistance to outliers of M-quantile and robust random effecsmall area estimation models
Presenter: Monica Pratesi, University of Pisa, Italy
Co-authors: Nikolaos Tzavidis, Caterina Giusti, Nicola Salvati

The issue of outlier robust small area estimation has bemmtly considered. In this work the Robust EBLUP (EmpiriBakt
Linear Unbiased Predictor) is contrasted with M-quantiledictors of the small area mean. Starting from the basiauliatile
predictor, we also consider a bias-adjusted M-quantildipter and a robust version of the M-quantile predictor. &mtigular,
we report some results from simulation experiments. In tloelehbased simulation study robustness is evaluated under f
different scenarios, characterized by the presence ofeosittieriving from a contamination at individual level amdéat area
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level. The second set of simulations, the design based afiong, are performed using real data. In addition, therashis
enriched by an application to real income data from the ELIESiurvey (European Survey on Income and Living Conditions)

E159: Application of model with random regression coefficient to snall area estimation
Presenter: Tomas Hobzg Czech Technical University, Czech Republic
Co-authors: Domingo Morales

We introduce a nested error regression model having bott éird random regression coefficients to estimate lineanpsteas

of small areas. Two types of the mentioned model are suppdkedirst one assumes there is no correlation between random
regression coefficients and random intercept, the secoadlkows this correlation. Algorithms and formulas to fit thedels,

to calculate EBLUP and to estimate mean squared errors aceilded. Behavior of the two studied models is illustratgdab
Monte Carlo simulation experiment. A motivating applicatito a real data set is also given.

E009: Bayesian overdispersed models with smoothing splines fopatial age-specific data
Presenter:  Giovani Silva, Technical University of Lisbon, Portugal
Co-authors: Charmaine Dean

Disease rates by small areas have usually been represbredht maps in order to identify spatial and temporal effectd

risk factors of the diseases. Because of the need for pnoglueliable estimates for these rates, recent developriredisease
mapping have had tremendous impact in health policy andeapaogy. The aim here is to develop methods for modelling
and mapping of disease mortality and incidence rates bygamps over public health regions. These methods accoufid) fo
over-dispersion (ii) spatial correlation (iii) nonlineage-specific effects, using hierarchical Bayesian spattels with age-
specific smoothing. In addition, we can use mixtures of Digtprocess to relax the distributional assumption of theathing

and age-specific trend coefficients. That process has beandbt widely used nonparametric Bayesian model becauseaone
easily obtain posterior estimates using standard Markaincionte Carlo methods. An analysis of spatial age-spelcifig
cancer rates in the province of Ontario motivates and st the methods developed. That cancer is the leading chdsath
due to cancer in Canada, representing an estimated 30% cdticer deaths in males and 25% of the cancer deaths in females

E042: Some nearest neighbor methods for detection of disease desng
Presenter: Elvan Ceyhan Koc University, Turkey

In recent years, there has been a growing interest on thefsg@atal statistics for various purposes in epidemiololgypar-
ticular spatial analysis methods are used in modeling atettiag clusters of a certain disease in a population. s work

| discuss some of the methods based on nearest neighbor @\itipnships for testing the significance of disease dlimge
These methods include analysis of nearest neighbor camaygtables based on case versus control settings, Cudickids’
k-NN methods, their combined versions, and Tango’s modifinato them, and so on. The null hypothesis considered is the
random labeling (RL) of cases and controls to an observedfdetations. | compare the empirical size performance e§éh
tests under RL. Along this line, | also investigate the dftédocation clustering (as in clustering of domestic diviglk in certain
neighborhoods) and number of such clusters on these tagtth@confounding effects of relative abundance (i.e.irtbeitable
difference in the number of cases versus controls in th@negjfi interest). Furthermore, | propose various non-rantidraling
alternatives, under which the power performance of theste te investigated.

ES37 Room9 COMPUTATIONAL STATISTICS 2 Chair: Cristian Gatu

E216: MM-algorithms and MCMC methods in maximum likelihood estimatio n for Mallows-Bradley-Terry models
Presenter:  Simplice Dossoue-GbeteUniversite de Pau et des Pays de I’Adour, France
Co-authors: Amadou Sawadogo

The maximum likelihood estimation of the parameters of thedRey-Terry parameters when dealing with the MallowselBrg-
Terry models for ranking data analysis is considered. Reyikivith ties are considered along with complete rankingse T
maximum likelihood method is avoided until now because ef tbrmalising constant that involves an intractable sumnwhe
the number of items to be ranked is large, e.g. 10 or more. Twb-adyorithms are proposed in order to avoid repetitive
calculations of the Hessian matrix required by Newton-Raphtype of algorithms. The first algorithm takes advantagée
lower boundness of the Hessian matrix of the loglikelihaatttion; the second algorithm relies on convexity propsrtinvolved

by the logarithm of the normalising constant of the proligbdistributions. Incorporating Markov Chain Monte Cadocheme

in the gradient step of the MM-algorithms proves to be asleiaption for the calculation of the maximum likelihood esdtes.
The performance of the estimates for statistical infereareeexplored through a simulation study. The method is a$id for
models where covariates are associated with the Bradlay-parameters through a link function.
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E183: A new method for the fast computation of high dimensional mulivariate normal probabilities
Presenter: loannis Phinikettos, Imperial College, UK
Co-authors: Axel Gandy

The efficient and fast computation of multivariate normalgabilities is of common interest. There are several metittoat deals

with these kind of probabilities. In the R environment therést the packages mvtnorm and mnormt. None of these methods
has been explicitly constructed to work with high dimensionormal distributions. High dimensional multivariatermal
probabilities are needed for the computation of p-valueseofain model checks for the detection of misspecified cates in
generalised linear models. A new method that exploits thgwar value decomposition of the covariance matrix isoidticed.

This decomposition transforms the problem in a way that we lzapriority ordering on the integration variables. Givhist
new form, we will apply various variance reduction techmigjfior the fast and efficient computation of the multivariademal
probabilities. These include conditional Monte Carlo, artance sampling and splitting. Also antithetic and cdnieriates

may be beneficial. We will compare our method with the exgstines.

E127: Bayesian kernel projections for classification of high dimasional data
Presenter: Katarina Domijan , National University of Ireland Maynooth, Ireland
Co-authors: Simon Wilson

A sparse Bayesian multi-category kernel classificationhmetfor high dimensional data is presented. The applicataom-
sidered are microarray, image processing and near-idfrgpectroscopy data, where each sample is defined by hunaoireds
thousands of concurrently obtained measurements. Thegedpclassifier is based on the reproducing kernel Hilbertep
(RKHS) theory which allows for nonlinear generalizationliakar classifiers by implicitly mapping the classificatiproblem
into a high dimensional feature space where the data is ttidadpe linearly separable. Due to the reproducing propsftiie
RKHS, the classification is actually carried out in the sategpof the feature space which is of much smaller dimensitve. T
proposed classifier is constructed so that it performs thesdication of the projections of the data to the principasaof the
feature space. The advantage of this approach is that thesgign coefficients are identifiable and sparse. In additarge
computational savings and improved classification peréorce were achieved for the high dimensional data sets cresidThe
Gibbs sampler is implemented to find the posterior distiding of the parameters, thus probability distributions i&diction
can be obtained for new data points, which gives a more campleture of classification.

E095: A survey of robust methods under common principal componerg
Presenter: Isabel Maria Rodrigues, Instituto Superior Tecnico-CEMAT, Portugal

In multivariate analysis, we often deal with situationsalwng several populations, where the assumption of etyualicovari-
ance matrices is usually assumed. Yet sometimes, this asisinms not adequate and models for common structure disper
have been studied. One basic common structure assumebdhkatdvariance matrices have different eigenvalues but idahti
eigenvectors. This model became known as the Common PainCipmponents (CPC) model. One more restrictive structure
dispersion, the proportionality (PROP) model, assumetsthigascatter matrices are equal up to a proportionality teoms A
unified study of the maximum likelihood (ML) estimators undeCPC and the PROP models has been given and likelihood ratio
tests for a hierarchy of models for the scatter structure teen studied. Besides, under normality, the asymptabiogpties

of the quadratic discrimination procedure under hieraahmnodels for the scatter matrices have been investigatediever,

the ML estimators and likelihood ratio tests assuming nditynaf the data, as well as discrimination rules can be el
affected by anomalous observations. Here a survey of tlstirgitheory and methods for robust inference under the CBdeim

is provided. Finally, we will briefly discuss an approachdzhsen aggregate measures to detected outlying observations

EO067: A new approach to determining estimability and connectiviy in m-way designs
Presenter: Janet Godolphin, University of Surrey, UK

The classical problem of ascertaining the connectivitjustaf anm-way design has received much attention, particularly én th
cases wheren= 2 andm = 3. In the general case, a new approach yields the conngdbatus for the overall design and for
each of the individual factors directly from the kernel spat the design matrix. Furthermore, the set of estimablematric
functions in each factor is derived from a segregated commoof this kernel space. The kernel space approach enables a
simple derivation of some classical results. Examples mendo illustrate the main results and to compare the in&diom on
connectivity status gained by the proposed approach tg#iaed using a recently proposed method based on Grobres.bas
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ES43 Room 10 COMPUTATIONAL ECONOMETRICS AND FINANCIAL TIME SERIES Chair: Alessandra Amendola

E162: Maximum likelihood and generalized method of moments for vetor multiplicative error model
Presenter: Hao Ding, The Chinese University of Hong Kong, Hong Kong
Co-authors: Kai Pui Lam

Vector multiplicative error model (vVMEM) handles multipf®nnegative variables, where the innovations are oftenifpe
under a copula dependence structure on marginal prolyathigitributions. Model estimation techniques using Maximuike-
lihood (ML) and Generalized Method of Moments (GMM) haveeamwity been proposed for vMEM. Unlike the ML method
which requires a specified copula (e.g., Gaussian, Stis@mver Gamma-distributed marginal probabilities, thel@epends
only on the first two moment conditions of the innovation ternthis paper compares the ML and GMM on a 2-dimensional
VvMEM(1,1) through a simulation study for different casesyaddel mismatch, e.g., mis-specified copula, fat tail, anttieys.

As expected, it has been found that the ML is more accuratefficéent when there is no model mismatch. However, the GMM
outperforms the ML when the copula structure is differeatrfrthat specified in ML. A method of using empirical copula ih M

is proposed and found to be more robust. For a fat tail phenomeith Weibull distribution, the ML estimation is robugaanst

the model mismatch, while the GMM seems to suffer from iteneimt sensitivity on the moment conditions. By adding etsli

to data as shocks for another test of model mismatch, the Ntwisd to be more robust than the GMM. It has also been found
that good initial estimates are important for starting up MM and ML; and for our simulation the two-stage ML method is
adopted.

E181: Bayesian estimation of finite time ruin probabilities
Presenter: M. Concepcion Ausin Universidad Carlos Il de Madrid, Spain
Co-authors: Rosa E. Lillo, Michael P. Wiper

We consider Bayesian inference and estimation of finite tinie probabilities for the Sparre-Andersen risk model. @eese
family of Coxian distributions is considered for the apgnoation of both the inter-claim time and claim size disttibns. We

illustrate that the Coxian model can be well fitted to reaiglgailed claims data and that this compares well with threegadized
Pareto model. The main advantage of using the Coxian modigitéa-claim times and claim sizes is that it is possibledmpute
finite time ruin probabilities making use of recent resultsri queueing theory. In practice, finite time ruin probaigit are much
more useful than infinite time ruin probabilities as inswalompanies are usually interested in predictions fortgrerods
of future time and not just in the limit. We show how to obtairgictive distributions of these finite time ruin probatias,

which are more informative than simple point estimationd @ke account of model and parameter uncertainty. Werdtesthe
procedure with simulated data and the well-known DanisHdige data set.

E065: Using Benford’s Law to identify tax-at-risk with the taxpay ers
Presenter: Vishnu Lagoo, Federal Government, Canada

This paper proposes to use the underlying principles of @eig Law of Anomalous Numbers as a tool for the Canadian
Government Auditors to identify and rank the tax recoverteptal in the taxpayers. In Canada, the taxpayers assasséives.

It is then up to the Government Auditors to identify the ssedfessed tax returns for mistake, fraud or misinterpoetati the

tax laws etc. and to recover the unpaid tax. The Auditors @l allocating a score to each tax return; the score being
mostly proportional to the tax recovery potential. We tastred the already audited tax returns. None of them wamaltig
selected for auditing on Benford principles. We selectethae key variables like Investment Carrying Charges oowhble
Expenses, etc whose values were supplied both by the taxpageby the Auditors. We used both the values and Benford
principles to score the returns. The correlation betweem#t tax recovery and the test-score was statisticallyifsignt, but

the numerical value of the correlation was not high. It is tlikely because only a few of the significant variables wesedi
scoring. Another scoring system used the difference betireetaxpayer supplied and the Auditor allocated valuesdoring.
Again, the correlation was positive, statistically sigrafit, but numerically small. It turns out that this scoriggtem is what is
currently in use, though not knowingly based on Benfordggles.

EQ74: Effective boundary correction in kernel density estimatian and regression
Presenter: Jing Dai, Georg-August-Universitat Gottingen, Germany
Co-authors: Stefan Sperlich

Boundary effects are a well known problem in nonparamesitr@ation, no matter if we think of density estimation ornesg
sion. Moreover, if the estimation has been performed orsfommed covariates, this problem becomes boosted and ratytdi
substantially the final estimates. In spite of their impocegand the amount of theoretical studies, boundary correstethods
are hardly used neither in density estimation nor regrassi@ne reason is the lack of implementations in statistioéiare,
another could be a disappointingly small improvement tHésr.oThe practical existing methods can be divided into groups:
they either modify the kernels or the bandwidths at the batied. Certainly, some promote the combination of both terek
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them by bootstrap. However, practitioners are not williegpply complex, seemingly non-intuitive methods. Therefee in-
troduce a quick and easy boundary correction applying logatiwidths. More specific, we fix the kernel but choose badthsi
such that all points become interior points; in the origimalindary regions the windows start, respectively end,eabtundary.
We give asymptotic insight, a comprehensive simulatiodysta comparison with existing methods, and provide a R pgeka
In simulations this method outperforms existing methoddi@bias, and competes in the mean squared error.

E090: A quasi-PORT methodology for VaR based on second-order redied-bias estimation
Presenter: M. lvette Gomes University of Lisbon, Portugal
Co-authors: Fernanda Figueiredo

We consider the estimation, under a semi-parametric framevof a positive extreme value index, the primary paramiete
Statistics of Extremes, and associated estimation of thee\& Risk (VaR) at a leveb, the size of the loss occurred with fixed
small probabilityp. The classical extreme value index estimator is then thieeliimator, based on an intermediate nunmbef
top order statistics. But the Hill estimator and the astedid/aR estimator lead to sample paths with a high variancenfall

k, a high bias for largé, and a very sharp mean squared error pattern, as a functianRécently, several authors have been
dealing with bias reduction in the field of extremes and semihsses of second-order minimum-variance reduced{dieRB)
extreme value index and VaR estimators have appeared iit¢relire. These VaR estimators do not enjoy the adequreerli
property of the quantiles, contrarily to the recently inimoed PORT-VaR estimators, with PORT standing for Peaks Raa-
dom Thresholds. We shall here consider quasi-PORT MVRB &aftnators, for which the above mentioned linear property
is obtained approximately. A large-scale Monte-Carlo $ation study of the proposed estimators’ finite sample bighanand
applications in the fields of finance and insurance will bevjoled.

CS17 Room 8 TIME SERIES FINANCIAL ECONOMETRICS 1 Chair: Ana-Maria Fuertes

C083: Method of moments estimation of GO-GARCH models
Presenter: Peter Boswijk, University of Amsterdam, Netherlands
Co-authors: Roy van der Weide

We propose a new estimation method for the factor loadingixniat generalized orthogonal GARCH (GO-GARCH) models.
The method is based on the eigenvectors of a suitably defamagle autocorrelation matrix of squares and cross-prsdafct
the process. The method can therefore be easily appliedjtedimensional systems, where likelihood-based estimatiill

run into computational problems. We provide conditionsdonsistency of the estimator, and study its efficiency inedat
maximum likelihood estimation using Monte Carlo simulago The method is applied to European sector returns, arteto t
correlation between oil and kerosene returns and airlimeksieturns.

C103: Estimating VAR-MGARCH models in multiple steps
Presenter: Hakan Eratalay, University of Alicante, Spain
Co-authors: M. Angeles Carnero

This paper analyzes the performance of multiple steps estiis1of Vector Autoregressive Multivariate Conditionalréelation
GARCH models by means of Monte Carlo experiments. High dsiwrality is one of the main problems in the estimation of
the parameters of these models and therefore maximizing#igood function of the full model leads commonly to nuncal
problems. We show that if innovations are Gaussian, edtignétte parameters in several steps is a reasonable altertmthe
full maximization of the likelihood. Our results show that fthe sample sizes, usually encountered in financial ecetrarms,
the differences between the volatility estimates obtaiwétl the more efficient estimator and the multiple stepsnestrs
are negligible. However, this does not seem to be the cade iflistribution is a Student-t for some Conditional Cotieta
GARCH models. Then, multiple steps estimators lead to Wityaestimates which could be far from the ones implied bg th
true parameters. The results obtained in this paper arefasedtimating volatility interactions in 10 European dtacarkets.

C255: Robust Bartlett adjustment for hypotheses testing on coirggrating vectors: a bootstrap approach
Presenter: Alessandra CanepaBrunel University, UK

Existing correction factors of Bartlett-type for the LR ted linear restrictions on cointegrated vectors rest on@aeissian
assumption for the innovation terms. However, the distiilouof most data relating to financial variables are faethénd often
skewed. So there is a need to examine small sample inferencedures that require weaker assumptions for the inrmvati
term. This paper shows that using a hon-parametric bopttirapproximate a Bartlett-type correction provides astatthat
does not require specifications of the innovation distrdsut This bootstrap statistic can be used by applied ecotrariams to
perform a small sample inference procedure that is less otatipnally demanding than estimating the p-value of theeoked
statistic.
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C269: Goodness of fit test for discretely observed diffusion proceses
Presenter: llia Negri, University of Bergamo, Italy
Co-authors: Yoichi Nishiyama

Diffusion processes are widely used to model financial éemsuch as asset prices, interest or exchange rates. Wespra
nonparametric goodness-of-fit test for the drift coeffitigia one-dimensional diffusion process, where the diffagioefficient

is a nuisance parameter which is estimated. We study thegirep of the test statistics under two different samplicigesnes.

The first scheme is based on time discretization, namely igite frequency data sampling. The second one is based on data
observed discretely in space, that is, the so-called tioke ttampled data. We prove that in both sampling schemesntiite li
distribution of the test is the supremum of the standard Braw motion, and thus the test is asymptotically distributiree.
Moreover, the tests are consistent for any fixed alternatheillustrate the performance of the proposed test stiapplying

them to some simulated trajectories of solutions of staahdgferential equations, both when the asymptotic agsiion can

be considered reached and also in the case when asymptatiitions are not reached.

C350: Methods for modeling nonlinear time series with long memory:theory and financial applications
Presenter: Richard Baillie, Michigan State University, United States Of America

Many economic and financial time series exhibit both nomliitg and long memory. This paper considers various altemma
models for the specification and estimation of various foafsonlinearity, including specific smooth transition aeigressive
regime specifications (e.g. ESTAR and LSTAR), (ii) geneppraximations based on Artificial Neural Nets and (iii) app¥
mations based on Flexible Fourier Forms. In each case tH:eanmodel is appended with a strongly dependent, long omgm
process. We show that time domain QMLE is appropriate foryntdithese models and that the simultaneous estimation of the
long memory, linear and nonlinear parameters have desiadymptotic properties. The BIC information criteria i®wh to
provide consistent model selection procedures. A padrtuliseful aspect of these results is a time domain semnpetra
estimate of the long memory parameter in the presence ofigdarg memory where the parametric form of nonlinearitpds
specified. We show the estimator is consistent and preserd simnulation evidence which is generally favourable tatie¢hod.
We also consider the use of some initial semi-parametrimagts of the long memory parameter and subsequent esinreti
the short run parameters. In general these procedurestaas afficient as the QMLE approach. We illustrate the metlumies
with detailed application to real exchange rates and exahia implied half lives of the return to parity, and also tor@a@nthly
inflation rates.

CS45 Room 4 QUANTITATIVE RISK MANAGEMENT 3 Chair: Marc Paolella

C035: Localized realized volatility modelling
Presenter: Uta Pigorsch, University of Mannheim, Germany
Co-authors: Wolfgang Haerdle, Chen Ying

With the recent availability of high-frequency financiata#he long range dependence of volatility regained rebeastinterest
and has lead to the consideration of long memory models &izesl volatility. The long range diagnosis of volatiliypwever,

is usually stated for long sample periods, while for smathgke sizes, such as e.g. one year, the volatility dynamipsas to

be better described by short-memory processes. The enseifitblese seemingly contradictory phenomena point towsirdet
memory models of volatility with nonstationarities, suchstructural breaks or regime switches, that spuriouslggea a long
memory pattern. In this paper we adopt this view on the degmrel structure of volatility and propose a localized proced
for modeling realized volatility. That is at each point img we determine a past interval over which volatility is apmated

by a local linear process. Using SP500 data we find that oat lEqgproach outperforms long memory type models in terms of
predictability.

C085: A multivariate generalization of the Ornstein-Uhlenbeck gochastic volatility model
Presenter:  Christian Pigorsch, University of Bonn, Germany
Co-authors: Robert Stelzer

Using positive semidefinite processes of Ornstein-Uhlekligpe a multivariate Ornstein-Uhlenbeck (OU) type statita
volatility model is introduced. We derive many importaratigtical and probabilistic properties, e.g. the compkeond
order structure and a state-space representation. Ndtgworany of our results are shown to be valid for the more geméass
of multivariate stochastic volatility models, which arévén by a stationary and square-integrable covarianceixnaincess.
For the OU type stochastic volatility our results enabléngstion and filtering of the volatility which we finally demstiate
with a short empirical illustration of our model.
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C049: Estimating the degrees of freedom of the realized volatilit Wishart autoregressive model
Presenter: Matteo Bonato, Swiss Finance Institute and University of Zurich, Switaad

An in-depth analysis of the estimation of the realized \iitgiVishart Autoregressive model is presented. We focuysdrticular
on the estimation of the degrees of freedom. A new estimgfmoiposed. Monte Carlo simulations show that this novehesor
is more efficient and more robust to the presence of outlitssnwompared to the standard estimator proposed in literafo
conclude, an empirical application to the SP 500 - NASDAQ fi@Qres realized variance-covariance series is preserited
confirms that the estimated degrees of freedom, first, resokitively lower when extremely high values in the valgtiprocess
are present and secondly, they increase with the sampgagéncy.

C299: Strange facts about the marginal distributions of processe based on the Ornstein-Uhlenbeck process
Presenter: Ray Brownrigg, Victoria University of Wellington, New Zealand
Co-authors: Estate Khmaladze

The Ornstein-Uhlenbeck process is particularly usefuhiodeling stochastic processes in financial applicationghEr, func-
tions of such a process can be used to model random volatiliiyher processes, resulting in more flexible models fomiine

risk variables. The distribution of such a financial riskighte is of particular interest in Value at Risk analysis.vwesknow, the
far quantiles of the distribution function provide infortite on the level of capital reserves required to accomnedatreme
stress situations. This paper presents an approximatidhdalistribution function which in some situations worlksgisingly

well for even the far tails of the distribution. While theacatly unjustified and strange, it may still be very usefupiactice.

C368: Recursive-design wild bootstrap trace test
Presenter:  Silika Prohl, University of Zurich, Switzerland

We show in numerous Monte Carlo experiments that the asyioptace test has moderate finite sample performance in pres
ence of the heteroscedastic innovations. The recursisighalavild bootstrap solution to the inference problem isvaito have
favorable properties, reducing the empirical size prokl@ssociated with the standard asymptotic trace test. Whayirag

this methodology, we provide robust evidence on linkagésden the credit default swap (CDS) spreads and credit dpi@a

the same reference company. Finally we show how this metbgga@an be extended to compute the Value-at-Risk of CDS
positions.

CS56 Room6 COPULA METHODS IN TIME SERIES ANALYSIS 1 Chair: Alessandra Luati

C070: A multivariate version of Hoeffding’s Phi-Square
Presenter: Martin Ruppert , Universtiy of Cologne, Germany
Co-authors: Sandra Gaisser, Friedrich Schmid

We introduce a measure of association that extends theidiwaneasure of Hoeffding to the multivariate case. Phiasgu

is building on a Cramer-von Mises functional of the copulacasated to a random vector, exacting the squared L2-norm of
the difference between the copula and the independencdacopine measure is normalized to [0,1] and its properties are
established. We conduct a two step-analysis to measurévaridte association of financial time series: First, we flilvariate
ARMA-GARCH models and filter data. Second, we estimate wailtate Phi-Square based on the filtered data. Statistical
inference for Phi-Square is based on the empirical copwaqss. We derive a nonparametric estimator for Phi-Squate a
its asymptotic distribution. In case of the independengeutzy convergence of the Phi-Square estimator with nomabr
asymptotic distribution is established. In cases othen tha independence copula, asymptotic normality of thenedtr is
proven using the functional delta method. The asymptotiaxae is estimated using consistent bootstrap methodsts Tar
Phi-Square following from the results on its asymptoticdabr are provided. We illustrate our methodology withinevent-
study of multivariate financial contagion prior to and aftex bankruptcy of Lehman Brothers.

C072: On the robustness of goodness-of-fit tests for copulas
Presenter:  Gregor Weiss Ruhr-University Bochum, Germany

The modelling of the dependence structure inherent in eorangctor by the use of copulas is usually complemented bstate
the goodness-of-fit of the chosen parametric copula. Ajhdwo recent simulation studies examine the performanceodla
GoF-tests, both of these studies only consider uncontdedrdata simulated directly from a prespecified copula. Phjser
provides a comprehensive simulation study on the robustobgoodness-of-fit tests based on the empirical copulaegsyc
Rosenblatt’s and Kendall's transform for bivariate elépt and archimedean copulas. To assess the tests’ robastrensider
perturbations and outliers both in the dependence strietnd the observations from the joint distribution. The Mo@trlo
simulations show that depending on the underlying true lepploe GoF-test and chosen test statistic, even minor congions
of the data can lead to a significant decrease in the Gofs-fastier. Through the computation of the Value-at-Risk oféfplio,

| illustrate the practical relevance of the results fromghmeulations.
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C294: Dynamic asymmetric tail dependence: evidence on the Germastock market
Presenter: Evdoxia Pliota, University of Essex, UK
Co-authors: Wing Lon Ng

A mixed copula approach that accounts for an asymmetricrabgeee structure is proposed. The upper and lower tail dipee
that cause extreme co-movements and cannot be capturedusgi@a models can now be separately investigated. Studies o
financial contagion show that cross market dependencesvavier time. Rather than applying multivariate GARCH mogdels
which are restricted to satisfying certain constraints,ixedhcopula approach is proposed. The methodology is eraglon a
rolling window to reveal time varying dependence pattems @specially extreme asymmetric co-movements. We foculeon
sensitivity of stock prices’ joint behavior with respecth@ market’'s performance and the market's expected funlegility, as
their multivariate relationships will heavily affect thaift distribution of returns and hence the investor’'s pitf development
and its optimization and management. Data from the Gernuak sharket have been analyzed, including the stock index DAX
the two volatility indices VDAX New and VDAX Old, and five saled equities. Our results show that stocks from different
economic sectors will react differently to the market'snteand its stability as implied by the volatility index - natlg with
regard to direction (bull/bear) and magnitude (possihilydigpendence), but also in terms of time (speed of contagion

C320: Applying dynamic copulas to modeling interdependencies iglobal financial market during financial crises
Presenter: Ryszard Doman Adam Mickiewicz University, Poland

In this paper we model the dynamics of linkages between meatiomal stock markets during the periods that include firnc
crises. The stock markets are represented by the returntock iadices. Our interests focus on similarities and déffeces
between the patterns of changes in the conditional deperdstructure in the case of the crisis that started in 1997 fksian
emerging markets, and the crisis of 2007-2009 that begaherJiSA. We combine Markov regime switching models with
dynamic copulas. Our approach uses parametric copula syaitel copulas belonging to different families. We allow thing

of the copula family according to some homogeneous Markainchs well as time evolution of the copula parameters that
takes into account the dynamics of the corresponding uabeavolatilities and location of their levels with refemnto some
thresholds. The models enable us to distinguish regimésdifferent extreme dependence structure that can be ofrasytic
type. We are thus able to analyze the linkages between tlestigated national stock markets focusing on a comparion o
the strength and pattern of the conditional tail depena@snisetween the indices returns during the periods thatdediue two
investigated crises.

C357: Estimating LGD correlation
Presenter:  Jiri Witzany , University of Economics, Czech Republic

A new method to estimate correlation of account level Bddless Given Default (LGD) is proposed. The correlation deiees

the probability distribution of portfolio level LGD in theooitext of a copula model which is used to stress the LGD paeme
as well as to estimate the LGD discount rate and other paesmeBiven historical LGD observations we apply the maximum
likelihood method to find the best estimated correlatiorapater. The method is applied and analyzed on a real largesdat
of unsecured retail account level LGDs and the correspondianthly series of the average LGDs. The correlation eséima
comes relatively close to the PD regulatory correlations #lso tested for stability using the bootstrapping metod used in

an efficient formula to estimate ex ante one-year stressddl L&. one-year LGD quantiles on any reasonable probglehiel.
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ESO7 Room4 SMALL AREA ESTIMATION 2 Chair: Domingo Morales

E094: Small area estimation using P-spline models
Presenter:  Ana F. Militino , Public University of Navarre, Spain
Co-authors: Maria Dolores Ugarte, Tomas Goicoa

During the last few years there has been a quick expansionodehbased small area estimation methods motivated by the
increasing demand of precise information for small domaidsich of the research has been conducted on the use of mixed
effects models to derive empirical best linear unbiasediprers (EBLUP) of the small area means or totals. Very rdgen
non-parametric models have been included in the small a@@aation toolkit because they can prevent from bias when th
functional form of the relationship between the respongktha covariates is unknown. In this paper, a small area astinis

built based on a penalized spline model that approximatemdinear but smooth relationship between a response angta g
covariate. The procedure is illustrated with data from th@&@Spanish Household Budget Survey (SHBS).

E130: Goodness-of-fit tests for small area estimation models
Presenter: Gerda ClaeskensK.U. Leuven, Belgium

In many surveys the interest lies in providing estimatessfaall domains within the population of interest. Such 'drasta
estimation’ often proceeds by constructing a linear (fixéeot) model for the mean and a random effect for the smaksre
This random effect is assumed independent from the errooigervariable. Mixed models, containing both fixed and ramdo
effects, are often estimated on the assumption that th@mamrdfects are normally distributed. We construct sevenahfl tests
of the hypothesis that the small area random effects andeartiors are normally distributed. The tests are nonparamethe
sense that they are designed to detect a wide range of d@ieshto normality. Moreover, in case of rejection they pdevan
estimator of the alternative distribution.

E182: Robust variance components in the nested-error model
Presenter: Isabel Molina, Universidad Carlos Il de Madrid, Spain
Co-authors: Betsabe Perez, Daniel Pena

Henderson method Il for estimating variance componengsriasted-error model is based on calculating expectatiorestain
sums of squares and applying a method of moments. This methesinot need a specification of a parametric distribution fo
the response. Several estimators of variance componentieaeloped by robustification of Henderson method Ill. €heswy
estimators are expected to be robust against groups oémuithiat might mask each other. Simulation results showge lgain

in efficiency of these estimators under the presence of nte#iratliers along with small loss under normal distrilmutiwithout
outliers. The resulting estimators are used to improve éfi@idion of basic diagnostic measures for a nested-errataiavhich
will be useful for the detection of general model departures

ES12 Room6 ROBUST FUNCTIONAL DATA ANALYSIS Chair: Matias Salibian-Barrera

E161: Robust functional principal components analysis for skewe distributions and its application to outlier detection
Presenter: Liangliang Wang, University of British Columbia, Canada
Co-authors: Nancy Heckman, Matias Salibian-Barrera

The main motivation is an outlier detection problem for theiosonde data which were collected by balloons that @hrrie
measuring instruments and were launched from the surfaae¢hia atmosphere and the stratosphere. The basic dataustrisc
functional data: temperature as a function of pressure piiheary statistical problem is to determine objective waf/detecting
unusual observations. To detect atypical observationsseethe standardized difference between observed and fitteds;
obtained with functional PCA through conditional expeictaf PACE). Unfortunately PACE is not robust and the estaaditom

it are significantly affected by outliers. We use a straighwfard idea to robustify PACE by obtaining robust estimatethe
mean and covariance functions. Estimating these functimmsstly is challenging because skewness and outliersrasemt at
the same time. Simulation studies have shown that the rétAGE performs similarly to the original PACE when there ape n
outliers, and that the robust PACE outperforms the origh#aCE in terms of MSE in the presence of outliers. When appbed t
the radiosonde data, the robust PACE can identify more nedode outliers than the original PACE.
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E211: Ordering sparse functional data
Presenter:  Ying Wei, Columbia University, United States Of America
Co-authors: Sara Lopez-Pintado

Functional data analysis is a rising area of statistics. §théstical analysis on functional data (curves) can baifogntly
improved using robust estimators. New ideas of depth foctfanal data have been studied recently. They provide a Way o
ordering curves from center—outward, and L—statisticslmdefined in a functional context. These methods are dasbigne
trajectories that are observed on a fine grid of equally spéioge points. However, in many applications the trajee®iare
observed on sparse irregularly spaced time points. Hemeee preliminary smoothing step needs to be applied to olatain
curve. When the number of observations for individual pagtssnall the smoothing methods do not perform well. We extead t
concepts of band depth and modified band depth to sparsednaktiata. Furthermore we propose a model-based cortsisten
procedure for estimating the depths when the curves are@uben sparse and unevenly spaced points. The methods are
based on a two step approach. First, we estimate the camalititistribution of the underlying curve path given the alied
measurements. Second, we calculate the depths of the ahreemh conditional expectations. We apply this procedare
analyze the rates of children growth.

E113: Robust methods for functional principal components
Presenter: Juan Lucas Bali, Universidad de Buenos Aires and ANPCYT, Argentina

When dealing with multivariate data, like classical PCA,usttPCA searches for directions with maximal dispersiomefdata
projected on it. Instead of using the variance as a measulisfgérsion, a robust scale estimator can be used in the rization
problem in order to get robust estimators. The aim is to attepprojection pursuit approach to the functional setting &
study the asymptotic behavior of the proposals. Sometimstead of raw robust functional principal component edimsa
smoothed ones can be of interest. We will discuss three appes to obtain smoothed estimators. Two of them are based on
penalizing either the norm or the robust scale function. fhiirel one is related to B-splines and sieve estimation. igioa
simulation study, the performance of the different profmsath the classical ones is compared under a Gaussiaribdisdn

and different contamination schemes.

ES35 Room 3 UNCERTAINTY MODELLING FOR DATA ANALYSIS AND DATA MINING Chair: Jonathan Lawry

E187: Summarizing time series with probabilistic fuzzy quantifiers
Presenter:  Felix Diaz, University of Santiago de Compostela, Spain
Co-authors: Alberto Bugarin

Although summarization with fuzzy quantifiers is a topic aligddiscussed in the literature, most of the approaches tase
plausible models of fuzzy quantification. Three main issudsizzy quantification can be identified: interpretatiomasoning
and summarization. Interpretation is the main basic gasalhea other issues depend on a correct modeling of fuzzy ifjeasit
i.e., no plausible behavior can be expected for summanizatihen using non-plausible models for fuzzy quantifiers.thfes
modeling problem is previous to the summarization probl@madequate theory of summarization with fuzzy quantifiecsikl
focus its attention into plausible models. In this work, wew that the probabilistic fuzzy quantification models fuifinumber
of properties that make them appropriate for the summaosizgtroblem. We focus our investigation in the use of the FAleio
for data summarization. This model has a very solid thezaiebiehavior, since it is a (hon-standard) Determiner Figzgion
Scheme. Based on the properties of the probabilistic modelpropose a summarization algorithm based on linguistic an
data mining criteria. Examples of use are provided in thealorof meteorology using daily temperature data sets, oipigia
plausible behavior of the summaries compatible with humaueetations.

E186: Linguistic prototypes for data description and classificaton
Presenter: Ines Gonzalez-RodriguezUniversity of Cantabria, Spain
Co-authors: Jonathan Lawry

We propose to use label semantics theory and clusteringnitpeds to provide prototypical descriptions of a datasdiest
prototypes can be used to explore data via linguistic gaexial to perform classification using conditional prob&bgi The
label description of a dataset is a vector of mass assigmneersets of labels, the means across all data instancesrofahe
description in terms of the given labels. For such desaniptive can obtain a joint mass assignment, later used toatealu
linguistic queries. Computing this joint mass assignmeasppposes an independence assumption that may not bepaatero
in some cases. Thus we partition the data into a number dfidisjets or clusters where the elements in each cluster are
assumed to be sufficiently similar to allow an independessaimption. We cluster directly on the space of multidimemai
label descriptions, so each cluster means constituteseh pabtotype, representing an amalgam of similar pointsnil&rity
between label descriptions is measured based on comphgntjfferent features using t-norms. To form the clustels adapt
the c-means algorithm to label descriptions. In classificaproblems, prototypes are obtained for each of class ard to
classify unseen instances.
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E207: Semantic cells: a random set and prototype theory interpredtion of linguistic labels in rule-based systems
Presenter: Jonathan Lawry, University of Bristol, UK
Co-authors: Yonchuan Tang

A semantic cell model for linguistic labels is proposed veheemantic cells correspond to random set neighbourhoopi®of
totypes as described in the prototype interpretation afllabmantics. A label L is defined according to a set of prokesyP
such that L said to be "appropriate’ to describe elementoyigded x is 'sufficiently close’ to P. Clearly, 'sufficientlose’ is an
imprecise requirement and in our approach we model this Bpdam set (semantic cell) corresponding to those elemettit;iw
an uncertain threshold of P. Here similarity is quantifiedalidistance metric and the threshold epsilon is a randombtaneith
associated probability density function delta. This papgoduces an algorithm for automatically learning lingtid rules from
data, where labels are represented by semantic cells. Tdétiomal rules generated have the simple form’If X is ak@ten Y
is about f(X),where f is linear function of the input variablX. The proposed algorithm determines a semantic celbidr anput
label in the form a single prototype P, a Gaussian densitgtiom delta and a set of linear coefficients for the outputfiom f, as
estimated by using a hyperplane clustering algorithm. Tdtergial of this approach is then demonstrated througtpipti@ation
to a number of well-known benchmark regression problemsadsualto a real-time flood forecasting problem.

ES36 Room 7 TIME SERIES MODELLING AND COMPUTATION 3 Chair: Roland Fried

E149: Improved prediction limits for a general class of Gaussian nodels
Presenter:  Paolo Vidoni, University of Udine, Italy
Co-authors: Federica Giummole

We consider the problem of prediction for a general class afisSian models, which includes ARMA time series models,
linear Gaussian state space models and Gaussian Markoyndiields. Although prediction is usually performed by giyia
point predictor, in most applications it can be useful torefirediction intervals or prediction limits. The simplésguentist
approach, based on the estimative prediction limit, mayalleer inaccurate since both the conditional and the untonell
coverage probability differ from the nominal level by a teusually of orderO(n~1). In this paper a general method for
correcting estimative prediction limits, in the context@ussian processes is provided. The proposed predictiots lare
modifications of the estimative ones and present coverage reduced to orde®(n~1). The analytic expression for both the
conditional and the unconditional improved predictionitsrare derived. The modifying terms have a quite simple fant they
involve, respectively, the conditional and unconditiobas and mean square error of the plug-in estimators fordhditional
expectation and the conditional variance of the future ofadi®n. The associated predictive distribution funcé@md densities
are also given.

E193: Nonparametric time series with sudden changes in structure
Presenter: Jurgen Franke, University of Kaiserslautern, Germany
Co-authors: Jean-Pierre Stockis, Joseph Tadjuidje

We consider nonparametric time series alternating betdiagaly many different phases. A simple example is the foltoy
simple nonlinear autoregressive mixture model of order th @idifferent phasesy; = Iim(%) +sa + (1 — ly)mx* (X ) + sx&.

The innovationg are i.i.d. with mean 0 and varianceliis a hidden Markov chain assuming value§@1}, andX; denotes a
random vector composed of some observations of the timessepi to time. We discuss various nonparametric methods based
on local smoothing and on feedforward neural networks ftimading the autoregressive functions m« and identifying the
change points between different phases, i.e. in the exathelehanges of the state procéstom 0 to 1 and vice versa. We
extend this framework to more than 2 phases and to heterastietime series, and we present some applications to tmaglel
pathological ECG data and to forecasting stock prices attohgdrading signals for portfolio management.

E166: Shifts in individual parameters of a GARCH model
Presenter: Pedro Galeanqg Universidad Carlos Il de Madrid, Spain
Co-authors: Ruey S. Tsay

Most asset return series, especially those in high-freguestnow high excess kurtosis and persistence in volathiag cannot
be adequately described by the generalized conditionalttmtedastic (GARCH) model, even with heavy-tailed intions.
Many researchers have argued that these characteristictuarto shifts in volatility that may be associated with gigant
economic events such as financial crises. Indeed, sevehalralnave investigated the case of pure structural chaimgesich
all of the parameters in the GARCH model are assumed to cheingdtaneously. In this paper, we take an alternative apgro
by studying the case in which changes occur in individuahpeters of a GARCH model. We investigate the impacts of such
changes on the underlying return series and its volatdity propose an iterative procedure to detect them. In adlscdabe
changes affect permanently the level of the volatility, lusome cases, the changes also alter the dynamic strudttine o
volatility series. Monte Carlo experiments are used tostigate the performance of the proposed procedure in fiaitgokes,
and real examples are used to demonstrate the impacts ofetki®latility changes and the efficacy of the proposedeuiore.
Practical implications of the parameter changes in findiagiplications are also discussed.
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CS07 Room 10 MULTIVARIATE MULTIPLICATIVE MODELS AND RELATED DISTRIBUTI ONS Chair: David Veredas

C192: Robust estimation of CCC and DCC GARCH models
Presenter: Sebastien Laurent Universiteit Maastricht, Netherlands
Co-authors: Kris Boudt, Jon Danielsson

The use of CCC and DCC models has now become standard in fsh&wcinometrics. Their estimation is usually done in
two or three steps by Gaussian quasi-maximum likelihood.skv that this method is very sensitive to outliers in theadat
We propose to use robust estimators for both models. The éMiGatlo study and empirical application document the good
robustness properties of this estimation method.

C189: Flexible models obtained by perturbation of symmetric dengies
Presenter:  Anna Clara Monti, University of Sannio, Italy

Flexible models obtained by perturbation of symmetric d@ssare considered. Appropriate choices of symmetricsities
and perturbing functions lead to distributions able to f# thstributions of data which exhibit skewness and/or tiglst in both
the univariate and multivariate contexts. Henceforth tthepéion of these models provides an alternative to robustquures
when departures from normality are likely to occur. Funthere, these models have stochastic representations wiviehige
to interesting applications in the analysis of real data.oerview of these models is provided, and their propertiessome
inferential issues are discussed.

C046: Common long-run volatility. A seminonparametric multivar iate MEM
Presenter: David Veredas Universite Libre de Bruxelles, Belgium
Co-authors: Matteo Barigozzi, Christian Brownlees, Giampiero Gallo

We propose a multivariate multiplicative error model foagge number of assets that disentangles between the corongznun
movements and the idiosyncratic short-run dynamics. Ediim rests in a meta-t-copula where the marginal densitib&h
include the long-run and short-run components, are firgnaséd with generalized profile likelihood. The parametsrghe
copula are estimated in a second step through a iterativeguoe -avoiding hence the maximization of the copula dgn#hat
involves a simple test for ellipticity and a distributioreé estimator of the correlation matrix.

CS14 Room8 COPULA METHODS IN TIME SERIES ANALYSIS 2 Chair: Alessandra Luati

C167: Forecasting realized volatility with a copula-based time sries model
Presenter:  Oleg Sokolinskiy, Tinbergen Institute, Erasmus Universtiy Rotterdam, Kd#&nds
Co-authors: Dick van Dijk

This paper develops a novel approach to modeling and fairega®galized volatility (RV) based on copula functions. pDéa-
based time series models can capture relevant charaiceasRV such as nonlinear dynamics and long-memory typavieh

in a flexible yet parsimonious way. This makes it a possiblg@uader to conventional approaches for modeling and feteca
realized volatility, such as the HAR-RV model. In an emgifigpplication to daily realized volatility for the SP50@ax futures,

we find that the copula-based model for RV (C-RV) outperfothmesHAR-RV for one-day ahead volatility forecasts in terms o
accuracy (based on RMSE and MAE) and in terms of efficiencggtdaon Mincer-Zarnowitz and encompassing regressions).
Among the copula specifications considered, the Gumbel Grdel achieves the best forecast performance, which iytafisli

the importance of asymmetry and upper tail dependence fdetimy volatility dynamics. Although we find substantiatizion

in the copula parameter estimates over time, conditionaliles improve the accuracy of volatility forecasts only giaally.

C196: Vine copulas with asymmetric tail dependence and applicatins to financial return data
Presenter:  Aristidis Nikoloulopoulos, University of East Anglia, UK
Co-authors: Harry Joe, Haijun Li

One goal in the theory of dependence modeling and multigaciapulas is to develop parametric families that are apatgpas
models for multivariate data with different dependencadtires. In particular, when data display dependence arexingme
values and it is necessary to have copula models with refteesymmetry and flexible lower/upper tail dependence, viremn
copulas is the best choice. In finance there is some empawaénce of asymmetric correlations in stock returns witrkat
indices, so that vine copulas with appropriate choicesvafriate linking copulas can provide models to assess sychrastries.
This talk consists in the application of vine copulas withrametric tail dependence to multivariate financial markdeix returns
and the investigation of the following practical issuesvimre-copula modeling: (a) type of the vine, (b) type of bis#e copula
families as building blocks, and (c) given the vine, the rhitg of variables to labels/indexes.
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C221: The effects of misspecified frequency, severity and depenaiee function modeling on operational risk measures
Presenter: Dean Fantazzinj Moscow State University, Russia

The quantitative analysis of Operational Risk is a relatéaent field of study within the more general quantitatigi& rmanage-
ment framework. However, little attention has been placgudy the effect on the computation of the operational riglasures
when the frequency models, the severity models and the depea structures are misspecified. Besides, few studiesdrav
alyzed the behaviour of these models in small samples. $nwvibrk we present and discuss the results of a large-scaléeMon
Carlo study of different misspecified models in an Operatidrisk setting. We show that the misspecification in the rnatg
frequency and severity distributions more than offset tlagds in copula parameters when computing risk measuresnaai¢
samples are considered, which is the usual case for opeaéitisk. Interestingly, we find that Extreme Value TheoryW/{B
works fine only with medium to large datasets, while it dafvpoor results when dealing with small samples.

CS31 Room1 VERIFYING ASYMPTOTIC APPROXIMATIONS BY SIMULATION Chair: Jan Kiviet

C062: Improved variance estimation of coefficients in stable firstorder dynamic regression models
Presenter:  Garry Phillips , Cardiff Business School, UK
Co-authors: Jan Kiviet

In dynamic regression models the least squares coefficiimt&tors are biased in finite samples and so are the usirabésits
for the disturbance variance and for the variance of thefictait estimators. By deriving the expectation of the surthefinitial
terms in an expansion of the usual expression for the coafigiariance estimator and by comparing this with an appration
to the true variance, we find an approximation to the bias framae estimation from which a bias corrected estimatotHer
variance readily follows. This is also achieved for a biasexted coefficient estimator which enables one to compaalytcally
the second-order approximation to the mean squared ertbedafrdinary least squares estimator and its counterpart lags
correcting the the coefficient estimator to first order.difative numerical and simulation results on the magnitfdkee bias in
coefficient and variance estimation and on the options fas béduction are presented for three particularly relevasgs of the
ARX(1) class of models. These show that substantial effisigains and test size improvements can easily be realized.

CO017: Edgeworth expansions of the QMLEs in the EGARCH(1,1) model
Presenter: Dimitra Kyriakopoulou , University of Piraeus, Greece
Co-authors: Antonis Demos

The last years there has been a substantial interest inapyating the exact distributions of econometric estimatonitime series
models. Although there is an important and growing literathat deals with the asymptotics of the Generalized Agtessive
Conditional Heteroskedastic (GARCH) models, the asynpiatoperties of the estimators in the Exponential GARCHY1,
process of Nelson have not been fully explored. Comparintpé¢oGARCH process, the advantages of the EGARCH model
are well-known, with the main one being the fact that the rhodptures the negative dynamic asymmetries noticed in many
financial series, i.e. the so-called leverage effects. impghper we develop the Edgeworth expansion of the Quasiriviaxi
Likelihood Estimators (QMLES) of the EGARCH(1,1) paramstand we derive their asymptotic properties, in terms of bia
and mean squared error. The notions of the geometric eiiggodicd stationarity are also discussed in shedding lighthen
asymptotic theory of the EGARCH models. Additionally, nessry and sufficient conditions for the existence of the Badgen
approximation are investigated. We also examine the effiethe QMLES of the variance parameters by including an ¢etatr

in the mean equation. We check our theoretical results bylaiions. In doing this, we employ either analytic or nuroeri
derivatives and the convergence properties of the methedalso discussed.

C030: Comparing the asymptotic and empirical (un)conditional densities of OLS and IV in a simultaneous equation
Presenter: Jan Kiviet, University of Amsterdam, Netherlands
Co-authors: Jerzy Niemczyk

Monte Carlo simulation is often used to assess distribatiproperties of estimators and test statistics in finiteanirhe data
generating processes involved may include exogenoushlasithat follow particular typical stochastic procesdgall replica-
tions use just one single realization of such processesrthédation yields the conditional distribution of the anzdygl inference
methods and the unconditional distribution when eacheefptin is based on new independent draws. Both simulatisiguig
may Yyield useful information, although for practitionersioften the more specific though more efficient conditiahstribution
that is of primary interest, provided that it is conditiormuthe preferred actual exogenous variables. For consis¢imators
their conditional and unconditional limiting distributie are usually the same, but when translating these intoyanpastic
approximation to the small sample distribution conditi@nimatters. However, for inconsistent estimators theiitiing dis-
tribution may change when conditioning or not. These phexrarare analyzed and numerically illustrated when comgarin
OLS (ordinary least-squares) and IV (instrumental vagapestimators in a single simultaneous equation, thudemgnting,
and occasionally correcting, earlier results. The findsgggest that, especially when one is willing to make an apsamon
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the maximum degree of simultaneity in the model, infereresgel on inconsistent OLS may often be more attractive thetn th
produced by consistent IV when the instruments are relgtiveak.

CS41 Room9 OPERATIONAL RISK Chair: Stefan Mittnik

C309: Estimation of operational risk: dependence and robustness
Presenter:  Tina Yener, Ludwig-Maximilians-University, Germany
Co-authors: Stefan Mittnik, Sandra Paterlini

The modeling of operational risk has mainly concentratethermarginal distributions of frequencies and severitighinthe

Loss Distribution Approach (LDA). However, a realistic quigative model should be capable to model the charadtesist the

loss distribution (high kurtosis, severe right-skewnesg| excessive heavy tails) while providing stable estisjdateorporate
dependencies and overcome the too simplistic assumptiarpeffect positive correlation among operational lossesther-

more, the scarcity of real-world available data has so faratiowed developing best practice guidelines among pianérs.

In this work, having access to a real-world data set, we aealye effects of competing state-of-art strategies foeddpnce
modeling on aggregated risk capital estimates and focuigpkarly on robust methods for model estimation in ordeintprove

the stability of the estimates even when the underlying rhigd®t perfectly satisfied by the available dataset.

C343: A Bayesian approach to extreme value estimation in operatital risk
Presenter:  Stefan Mittnik , University of Munich, Germany
Co-authors: Bakhodir Ergashev, Evangelos Sekeris

This paper studies a Bayesian approach to fitting the GepeddPareto distribution to historically observed openai losses of
financial institutions. When loss data is insufficient to aately estimate the tail behavior of losses, the incorpamatf expert
opinions plays an important role in reducing the statisticecertainty around the parameter estimates as well asthéting

operational risk capital. We use the Bayesian approachctade expert judgments in the estimation process as preumag-

tions about the the model’'s unknown parameters. The fortoalaf the priors is implemented through the elicitatiore@pert

opinions. We also discuss some important challenges oflitieagon process.

CS54 Room 2 INFERENCE FROM ROBUST ESTIMATORS Chair: Davide Ferrari

C341: Tail modelling in linear models by quantile regression
Presenter: Jan Dienstbier, Technical University of Liberec, Czech Republic

We deal with the description of a variable of primary intéiesterms of covariates from the extreme value point of visve

are interested in estimating condition indices, extrenralitmnal quantiles and small exceedance probabiliti¢®s€ tasks are
motivated by real case studies e.g. in geology or financeadtdeen proposed to use regression quantiles as a suitahfeat®
dependent high threshold or even base extreme value amalgsiegression quantile process. We broaden older results b
presenting strong approximations of high regression dieasnHence following the older results on strong approsiore of the
empirical tail distribution function we obtain a whole ddasf consistent and asymptotically normal estimators afeexé value
index as Hadamard differentiable location and scale iamfunctionals of the regression quantile process. As aemurence
we also gain estimators of extreme conditional quantilessamall exceedance probabilities. We illustrate the prigeeof the
estimators on the simulations and on Aon Re Belgium fire pbotiata.

C161: Higher-order robustness
Presenter: Davide La Vecchig University of Lugano, Switzerland
Co-authors: Elvezio Ronchetti, Fabio Trojani

The higher—order robustness for M—estimators is introdwel defined. The conditions needed to ensure higher syadiili
the asymptotic bias are provided by refining the Von Mises ligpansion. Admissible M—estimators featuring secoragror
robustness are thus introduced. Then, a saddle-point amfuisyapplied in order to approximate the finite sample ithistion
of second—order robust M—estimators. The link between tidgilgy of this approximation and the second—order robess is
explored. Monte Carlo simulation provides evidence thabed—order robust M—estimators perform better than the Mhé&
Huber-type estimators, even in moderate to small sampds sizd/or for large amounts of contamination.

C259: A fully parametric approach to minimum power-divergence egimation
Presenter: Davide Ferrari, University of Modena and Reggio Emilia, Italy
Co-authors: Davide La Vecchia

We approach parameter estimation based on power-divexgesicg Havrda-Charvat generalized entropy. Unlike otbbust
estimators relying on divergence measures, the proceddindlyi parametric and avoids complications related to badth se-
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lection. Hence, it allows for the treatment of multivaridistributions. The parameter estimator is indexed by daioonstang,
balancing the trade-off between robustness and efficighqapproaches 1, the procedure is maximum likelihood estimaitf
g=1/2, we minimize an empirical version of the Hellinger distam¢hich is fully parametric. We study the mean squared error
under contamination by means of a multi-parameter geretan of the change-of-variance function and devise atytoa
min-max criterion for selecting. Optimalq between 12 and 1 give remarkable robustness and yet result in nefgifzibses of
efficiency compared to maximum likelihood. The method issiderably accurate for relatively large multivariate gesbs in
presence of a relevant fraction of bad data.

CS69 Room5 FINANCIAL MARKETS 2 Chair: Elena Kalotychou

C082: The persistence of bank profits
Presenter:  Philip Molyneux, Bangor University, UK

This paper explores the strength of competitive forcesaipwy in banking systems around the world. Using a data dedioks
from 65 countries, we test whether banks located in sometdearctan persistently earn profits significantly differéotn the
long-run equilibrium value. Overall we find that banks in ée®ping countries exhibit less profits persistence thareiretbped
systems. We find that profits persistence is highest in Nontlerica and Western Europe and lowest in East Asia and thédPaci
region. Profits are more likely to persist for banks locatedduntries with high barriers to entry and low levels of cetiton.
Our findings have implications for the extent to which poliogkers should intervene to promote competitive outcomdisein
banking industry.

C369: Modelling realized volatility, bipower variance and jumps in energy futures
Presenter:  Sjur Westgaard, Norwegian University of Science and Technology, Norway
Co-authors: Per Bjarte Solliebakke, Eirik Haugom, Gudbrand Lien

The introduction of market-based principles in electyicitarkets around the world has increased the risk for powetymrers
and marketers substantially. That is, one of the most prenmtioonsequences of deregulating the electricity sectbeistrong
increase in the fluctuations of the prices. Since elegyrisi’commodity’ that is non-storable in nature, these flatibns can
reach extreme levels even on a daily basis, and are usualgbtave the levels observed in other financial — and commodity
markets. In order to manage the risk associated with pramydrading and investment decisions, actors need teaksithat
are able to capture the properties of the prices correatui®us research on volatility modeling of electricityqas has shown
evidence of such clustering. This research has usuallyedihistorical data for daily returns and often the popGBARCH-type
framework is applied. However, these typically used apgnea do not reflect the intra day price dynamics. Since &éwptr
future prices are determined several times during the dawitid be possible to calculate the intra day variabilityngsthe
concepts of realized volatility (RV) and bipower variatifwithin the theory of quadratic variation). Findings froudies in
other markets (i.e. finance) have indicated promising tesuthen making predictions based on these measures compitined
the popular GARCH approach. Models and forecasts of thegaamametric volatility measures (RV) are obtained utiliggeveral
time series models. The results from our unique energydtitira day data are compared to studies in the stock and Fiketar

C200: The economic value of realized covariance for market timing
Presenter:  Wei Liu, City University, UK
Co-authors: Ana-Maria Fuertes, Elena Kalotychou

Volatility modelling and forecasting is important for optal portfolio selection. From this economic perspective, present
study contributes to the literature by investigating therémental value of intra day price information for foreaagthe covari-
ance matrix of asset returns with a view to selecting optipaatfolio weights. Covariance forecasts are generatathusstveral
multivariate GARCH (MGARCH) models that incorporate inttay information in two alternative ways. On the one hand,
MGARCH models fitted to daily returns are augmented withizeal (co)variance measures to produce one-day-ahead-condi
tional (co)variance forecasts. On the other hand, appatglyi deseasonalized intra day returns are directly medelrough
MGARCH specifications and the intra—day (co)variance fasézthus generated are aggregated into one—day—aheaipnsd

To economically evaluate the alternative approaches andignasset allocation strategy is deployed, which uses adsrthe
forecasted (realized) covariance from the various MGAR@e&tfications. The performance of the various strategiegdhiated
using risk-and cost—adjusted measures and contrastedhaitlirom two benchmark covariance models, the (realizedple
historical and EWMA models. Finally, we also explore the cowersial issue of rebalancing frequency on a cost—adjusdsis

by following a time—varying approach that allows it to charagcording to economic and market conditions.

ERCIM WG on Computing & Statistic® 53



Friday 30.10.2009 14:30-16:10 CFEO09 & ERCIMO09 ParallelsBesH

Friday 30.10.2009 14:30-16:10 Parallel Session H

ES16 Room 7 TIME SERIES MODELLING AND COMPUTATION 4 Chair: Konstantinos Fokianos

E133: Frequency domain tests in multivariate time series
Presenter: Efstathios Paparoditis, University of Cyprus, Cyprus

We consider nonparametric frequency domain tests abowipibetral density matrix of a multivariate time series arappse a
general bootstrap procedure to approximate the distabwif the corresponding test statistics under validity efrilall hypoth-
esis. Under a set of easy to verify conditions, we estabBgmatotic validity of the proposed bootstrap methodolddfe apply
a version of this procedure together with a new statistiadtepto test the hypothesis that the spectral densitiestafemessarily
independent time series are equal. The test statistic éll@sal ,-distance between the nonparametrically estimated iddali
spectral densities and an overall, ‘pooled’ spectral dgnbie later being obtained using the whole setrdfme series consid-
ered. The effects of the dependence between the time sertbs power behavior of the test are investigated. Some atinab
are presented and real-life data examples are discussed.

E035: TFT-Bootstrap: resampling time series in the frequency domain to obtain replicates in the time domain
Presenter: Claudia Kirch , University of Karlsruhe, Germany
Co-authors: Dimitris Politis

A new time series bootstrap scheme, the Time Frequency @q@§liT)-Bootstrap, is proposed. Its basic idea is to baapstine
Fourier coefficients of the observed time series, and thek-transforming them to obtain a bootstrap sample in the tiomain.
Related previous proposals, such as the ‘surrogate dgtedagh resampled only the phase of the Fourier coefficiantsthus
had validity limited to Gaussian processes. By contrastshav that the appropriate resampling of phase and magnitide
Fourier coefficients yields a bootstrap scheme that is sterdi for a large class of linear and nonlinear time seriesguses. As
a main result we obtain a functional limit theorem for the TBdotstrap under a variety of popular ways of frequency dama
bootstrapping. Possible applications of the TFT-Boogstraturally arise in change-point analysis and unit-rostitig where
statistics are frequently based on functionals of partiels

E019: Inference of multivariate dynamic generalized linear modés
Presenter: Kostas Triantafyllopoulos, University of Sheffield, UK

Inference for a wide class of dynamic generalized linearet®fbr multivariate responses are developed. Our mobinatiems
from time series data following multinomial distributionghe proposed approach of inference, being Bayesian, sadbet
conjugate prior distribution and it proposes an approxinestimation of its parameters, based on Bayes linear maitimd

We develop predictive and smoothing inference and we disitusome detail prior specification and diagnostic tests.thife

provide a complete analogue to inference for univariateadyin generalized linear models that have been previougigesied.
We review several estimation procedures for multivarigteasnic generalized linear models and provide a criticakaigpl in

comparison with those we are proposing. We discuss in dbeimultinomial distribution and we provide Kalman-filtgpe

equations for filtering, smoothing and forecasting. Basedhis distribution, our empirical results illustrate thlé proposed
methodology offers several advantages compared with tiséirex estimation procedures for multinomial time serié#e con-

clude by suggesting several possible directions of futesearch and open problems, demonstrating the usefulnegotantial

of the proposed inferential approach.

E170: On robust change-point detection in time series
Presenter: Roland Fried, TU Dortmund University, Germany
Co-authors: Ursula Gather, Herold Dehling

Automatic measurement of a multitude of variables in sharetlags is common nowadays. Such time series data are often
disturbed by a high level of noise and different types of meament artifacts. A basic question is whether the undeglyi
data-generating mechanism is stable over time. For a lelghtistical analysis of this problem we need to distisjuietween
short-term fluctuations and (patches of a few) outlying olag@®ns on the one hand and long-term changes like levitbsiti the
other hand. Motivated by online monitoring in intensiveesare have developed robust statistical procedures fardtiéction

in noisy time series. Robust test statistics can be constiutom the difference of medians within different time daws,

or using the median of all pairwise differences between theeovations in different windows. For online monitoringtiofie
series with slowly varying trends, we can estimate the Uyihgy trend applying repeated median regression to a maotime
window. For the retrospective setting, the asymptoticabtly underlying our test statistics can be derived. Theulise$s of the
approaches is investigated via simulations.
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ES31 Room3 FOUNDATIONS FOR FUZZY STATISTICAL ANALYSIS Chair: Didier Dubois

EO51: A fuzzy sets membership function computation under uncertanty
Presenter: Maria Yudaeva, Saint-Petersburg State University, Russia
Co-authors: Nikolay Hovanov, Dmitry Kolesov

A method of randomized membership functions computatiorthenbasis of expert hon-numeric, non-complete, non-peecis
information is presented. All possible membership funtiare assumed to be piecewise constant and determinedrey cor
sponding discrete parameter vectors. It is supposed asdtiN-information is represented in the form of system afaijies
and inequalities for components of parameter vectors. Xpereinformation helps to proceed to a set of all admisgilaleme-

ter vectors. Uncertain choice of a parameter vector fronsétef all admissible parameter vectors is modeled by rarcimite
and in the result random parameter vector is obtained, rmndembership function can be derived. Mathematical exfienota

of the random membership function is regarded as a numeiimaton of membership function value and exactness of this
estimation may be measured by the corresponding standaiatida (explicit formulas are obtained). Randomized mership
functions technique (RMFT) outlined above can be used fiferdint fuzzy variables estimation under numeric inforioratle-
ficiency. Among other things the RMFT gives us a tool for fufimancial and economic indicators estimation on the base of
expert NNN-data. Such application of the RMFT is illustchby dollar-ruble exchange rate forecast computation.

EQ72: Statistical inference using belief functions: a reappraial of the General Bayes Theorem
Presenter:  Thierry Denoeux, Universite de Technologie de Compiegne, France
Co-authors: Didier Dubois

The General Bayes Theorem (GBT) as a generalization of Bhgesem to the belief function framework. In probabilitgdry,
Bayes rule is used for three purposes: prediction based seradtions, fusion of information, and learning (whatisteians
call inference). The GBT supposedly addresses the lat&r ta provides a method for deriving a belief function on ad®lo
parameter based on observations, when likelihoods aregsga as belief functions, without assuming any prior kadge of
the parameter. The GBT has been applied to diagnosis argifidagon tasks, but its use in statistical inference hasaiaed
very limited. After recalling the derivation of the GBT frofinst principles and some fundamental results, we try toyaeaihe
potentials and the limitations of this approach to stat#tinference. Its application to a very simple problem scdssed and
compared to other approaches. A possibilistic countegddahte GBT is also outlined.

E208: Impact of fuzziness in measurement scale on basic statisticinference
Presenter: Shubhabrata Das Indian Institute of Management Bangalore, India

We investigate how statistical inference problem of patanselike mean, variance and proportion are influenced when t
available data is fuzzy because of measurement scale déwiparticular, we wish to explore if the measure of fuzzimebthe
scale is useful in providing any guideline for suitable ml&gion on inference problems. Of interest is a suitablapater of

the distribution of X. However X is un-observable and whatokserve are y's , fuzzy form of x’s. The y’s are considereddo b
in a k—point Likert scale under different models of fuzzine$he role of k is be de-emphasized here, although we expatim
with few alternative values of k. We explore a sufficient citind under which the fuzziness of scale has no adverse itmpac
and investigate how reasonable this sufficient conditiomnider various structures of fuzziness. When the conditioasat
valid, we study the degree of difference in the two means @ficy), leading to validity of the approximation. Then weaibt
the relationship between variance of x and y and study howirttacts the inference problem for variance/mean (inexdly.
Finally we focus on the problem of estimating proportiond discuss relevant estimation issues.

E197: Further exploring statistical fuzzy entropy
Presenter:  Jan van den Berg Delft University of Technology, Netherlands

Using earlier work as a starting point, we extend the expiomnaof the properties of the notion of Statistical Fuzzy fepy
and its applications. The exploration is started by comgideseveral cases, among others, the case of a binantistdtfazzy
information source that generates two 'strictly’ complenaey fuzzy events. It turns out that, for this special cise statistical
and fuzzy uncertainties involved, in the mathematical sgplsy an equal role. We perform several analyses and ats@pran
interpretation of the analytical results. Next it is shovawtthe notion of SFE can be applied to induce statisticalyfuderision
trees from a fuzzy data set consisting of fuzzy data recoamdh ene of which has a fuzzy classification. To be able to iaduc
statistical fuzzy decision trees, the notion of Stati$tieazzy Information Gain (SFIG) is (re)formulated. Finallys shown how

- given an induced tree - a new, unseen data element can kéielhsvhere generally the classification outcomes of athbhas
need to be aggregated in a weighted manner. This extra atitmupower needed is the price we have to pay for generglthia
crude statistical crisp world to the 'smoother’ statistical fyazorld.
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E227: A smoothing procedure based on fuzzy F-transform
Presenter:  Luciano Stefanini, University of Urbino "Carlo Bo", Italy

The fuzzy transform (F-Transform), as a general tool forrapimation, its theoretical properties and several apiims have
been previously considered. Recently a parametrized ofafsszzy numbers to define flexible general basic functiongtie

fuzzy transform has been proposed and an estimation of #ymestwith better approximation properties has been olutaie

extension of the fuzzy partitions has been suggested andhsihat the inverse fuzzy transform based on extended ipadihas
an important smoothing property. The discrete fuzzy tramsfon extended parametric partitions is presented. Itofmm

properties (in the unidimensional case) are shown and amcahprocedure to obtain least squares estimates of ttaners
defining the basic functions is described. Finally, a gdima cross validation approach for selecting the smogtbeandwidth
is suggested and examples are considered.

CS02 Room 8 PERFORMANCE EVALUATION Chair: Dominique Guegan

C048: Heterogeneity in hedge funds performance persistence
Presenter: Serge Darolles CREST and SGAM Al, France
Co-authors: Christian Gourieroux, Jerome Teiletche

The ratings of funds based on past performance and the nadirgistence are crucial informations for investors. TlEpgy
proposes a general econometric framework to investigatedyimamics of performance based ratings of funds, for arky ris
adjusted measure of performance. We reformulate the gmsstelated to rating persistence at different horizongims of
Markov Chain analysis, both for individual and joint ratitrgjectories. The methodology is illustrated by the analg§hedge
funds returns extracted from the TASS database for the ¢p&884-2008.

C045: Backward/Forward optimal combination of performance measires
Presenter:  Monica Billio, University of Venice, Italy
Co-authors: Massimiliano Caporin

The financial economics literature proposes a large numhbalternative performance measures for the evaluation ahfiial
assets and managed portfolios. Despite the large numbesr&Bwlealing with performance measurement analysis, therat

a general agreement on which is, if there exist one, an oppieréormance measures. Some authors compare differenoPM f
the purpose of determining if they all provide the same imfative content with some interesting conclusions. In thiggy we
start from these findings and propose an approach for detemgnihe optimal combination of a restricted list of PM pidivig
partially different information. We develop an algorithor tombining PM based on a backward simulated track recatdraem
apply the combination for the identification of the best &s8#® the forward construction of a portfolio with an eqyalleighted
allocation. We test our method using historical prices ohagged accounts.

C059: A Monte Carlo test for raters agreement with applications to nmutual funds
Presenter: Daniele Franceschj University of Padova, Italy
Co-authors: Francesco Lisi

The paper deals with the problem of comparing raters agreeniehe focus of the analysis is on testing the hypothesis tha
two ratings are equivalent. This is different from the moseial case of testing the independence between raters. dlo rea
our goal first the notion of beta-equivalence is introduced then a Monte Carlo test for the hypothesis of beta-ecqgriva

is described. As a case-study we analyze 1763 monthly reitouen series of US mutual funds for which we consider the
Morningstar classification with different risk aversiorrg@meters. Results document that the current Morningsaasiication,
based on a risk-adjusted measure, accounts for risk onlginaly.

C041: Performance of long/short equally weighted portfolios
Presenter: Ludovic Cales, University of Paris 1 Pantheon - Sorbonne, France
Co-authors: Monica Billio, Dominique Guegan

The aim is to provide a measure for the performance of a LdaragtEqually Weighted portfolio that would be both objeetiv
and computable. We consider a portfolio manager investaograling a Long/Short Equally Weighted strategy. He has the
choice to invest ir(n! /(n/2)!)? different portfolios. In order to provide an objective measof the goodness of his choice we
can compare his portfolio performance with the performaraféhe alternative portfolios. The rank of his portfoliafmemance
would be the measure of its performance. Such a measuresigsting because: (a) it is independent of the market dondit
Either you are in the top 10% or not, whatever is the perfocaatb) no referent portfolio manager is needed. There iseealn

to compare the performance measure with the performanceetéent who might have traded in a slightly different marke
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CS13 Room5 ECONOMETRIC VALIDATION OF AGENT -BASED MODELS Chair: Thomas Lux

C240: Socio-dynamic discrete choice: an agent-based approachd@issues in estimation
Presenter: Elenna Dugundiji, Universiteit van Amsterdam, Netherlands
Co-authors: Laszlo Gulyas

A multi-agent based model of binary choice behavior witleidependence of decision-makers’ choices is developest the
model is docked to analytical results where agent hetemityeis not explicitly treated. Next two abstract classesetivorks are
considered to introduce agent heterogeneity via an ekfical interaction structure. Then the model is appliedrireaample
of intercity travel demand using empirical data to introgluedividual agent heterogeneity beyond that induced byldbal

interaction structure. Studying the long run behavior ofenihan 120,000 multi-agent based simulation runs revealsthe
initial estimation process can be highly sensitive to smatlations in network instantiations. We show that thisrisaatifact
of two issues in estimation, and highlight particular diitemthat is due at low network density and at high networksitgn
Suggestions for future research efforts are outlined.

C321: Economic interpretation of GARCH models: an agent-based snulation study
Presenter: Balazs Torma, MTA-SZTAKI, Hungary
Co-authors: Laszlo Gerencser

GARCH models are technical volatility models with parametef hardly any economic meaning. Applying an agent-based
approach, we discovered fundamental economic effectsrithgtdetermine the parameter values of the GARCH model tisit be
describes observed market prices. In our market micrdsireienodel trend followers, mean reverter chartists anddomen-
talists trade in a stock market. The market structure is ddfand parameterized by the distribution of wealth amongs @f
agents of the three different types. Chartists predictréuttiock prices using simple technical rules and calcula transac-
tion requests according to the prediction. An important gonent influencing the belief of the fundamentalists ablogicbrrect
stock price is the information they receive. Our model obinfation process, derived from Hawkes’s point processdmshits

the self-exciting nature of market news we can observe dmragkets. Our extensive numerical experiments have shbain t
market structure is a fundamental determinant of the caoeffie of the best-fit GARCH model. In particular, an increase
the wealth of trend followers increases the ARCH-coefficemd an increase in the wealth of fundamentalists increthses
GARCH-coefficient as the impact of the self-exciting effe€inews increases. Based upon this finding, we have develped
real-time stochastic approximation algorithm using theilium Description Length principle to detect abrupt chanigethe
market structure.

C345: How bounded is subjects’ rationality in a simple experiment
Presenter: Josep DomenechUniversity Jaume | and Universitat Politecnica de Valan&pain
Co-authors: Simone Alfarano, Eva Camacho

It has been widely accepted that the human subjects perfmenia economic experiments cannot be satisfactorily deestr
assuming complete rationality of their behavior. In the teecade many models of human behavior which account fordemlin
rationality have been proposed in the literature. The adpt of genetic algorithms (GA) from the realm of optimipatlitera-
ture to the description of human learning is an example ottbative ability of researchers in introducing bound raicagents.
A number of papers are now available in the literature whigblyadifferent versions of GAs in order to reproduce the lvédra
of human subjects in different experimental settings. He@reup to now the different contributions are almost efytitemsed
on a rough calibration of the underlying crucial paramet®¥e provide a method to estimate the key parameters of theyGA b
means of an extensive simulation-based approach, usingti@mely simple experimental setting of a common-pool ueses
problem. The resulting artificial agent is characterizeghtmcessing a relatively large set of potential strategiatuated using
past experience rather than considering his strategidénralee game. This is consistent with a vast literature on geeaf simple
heuristics in decision making under uncertainty.

CS15 Room 9 GROWTH ECONOMETRICS Chair: Martin Wagner

C249: Estimation of higher-order panel vector autoregressions \th finite time dimension
Presenter:  Michael Binder, Goethe University Frankfurt, Germany
Co-authors: Jan Mutl, M. Hashem Pesaran

We consider estimation of higher-order panel vector agressions (PVARS) under fixed effects when the time dimensfo
the panel is finite and the cross-sectional dimension iglafge outline both Quasi Maximum Likelihood (QML) and Minimu
Distance (MD) estimators for PVARSs, and compare their pridgeto those of various Generalized Method of Moments (GMM
estimators that are widely used in the applied literature.aifl computation of the QML and MD estimators, we (i) derive
non-recursive characterizations of initial observatiestrictions both under stationarity and in the presencenifroots and
cointegrating relations, and (ii) obtain analytical datives for the likelihood and minimum distance criteriomdtions. We
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also adduce Monte Carlo evidence comparing the finite sapgf®rmance of the QML estimator to that of the MD and a
variety of GMM estimators. The Monte Carlo evidence strgrighors the QML estimator, both relative to the MD and the
GMM estimators.

C339: On the heterogeneity of regional growth patterns across Ewpe: A spatial mixture model
Presenter: Michele Battisti, University of Palermo and LUISS, Italy
Co-authors: Giuseppe Arbia, Gianfranco Di Vaio

In applied economic analysis is often useful to make sepastimation and inference, on the sub—samples of a popu/ati
avoiding a priori assumptions on the grouping criteria. Asaidated approach considers the use of mixture modélswah
this approach has not been followed frequently in the shati@nometrics. We incorporate the standard spatial manaeishe
mixture regression framework. The proposed spatial mixtegression model (SMRM) deals simultaneously with theiapa
dependence and the spatial heterogeneity present in tHe@hgata. Estimation is carried out through the EM altjori, which

in turn is based on a maximum likelihood approach. Computatiaspects are treatable, since the model nests one raasioni
problem into the other. Inference is obtained through bcegiping. Finally, an application to the regional econogriowth
process across Europe, that aims to identify several cgemee patterns, is considered.

C076: Shrinking cross-country growth regressions
Presenter: Marek Jarocinski, European Central Bank, Germany

This paper studies how countries’ economic, social and iggtbdc characteristics are related to economic growth.séisua
single cross country growth regression with a large numbexplanatory variables and a Bayesian shrinkage prioriretents
overfitting. The employed prior structure has growth-tleéicrand econometric advantages over Bayesian Model Avayag
used in the previous literature. Bayesian Model Averagig limiting case of the employed prior. The main findings are
that coefficients of measures of trade openness are largpasitive, coefficients of measures of tropical location |aria
prevalence, fertility and investment prices are large agghtive, and convergence is weak. These findings are rabusirig
different vintages of income data.

CO061: Catching growth geterminants with the adaptive LASSO
Presenter: Martin Wagner , University of Vienna, Austria
Co-authors: Ulrike Schneider

The adaptive LASSO estimator is employed to determine thiablas important for economic growth. The adaptive LASSO
estimator is a computationally very simple procedure that perform at the same time consistent parameter estimatidn
model selection. The methodology is applied to three dd& seo global data sets from widely cited papers and onenegi
data set for the European Union. The results for the formerdata sets are very similar in many respects to those foutigkin
published papers, yet are obtained at a fraction of comiputtcost. Furthermore, the results for the regional daghlight the
importance of human capital for economic growth.

CS20 Room 2 TIME SERIES ANALYSIS Chair: Richard Gerlach

C107: A structural model for credit migration
Presenter: Hoi Ying Wong, Chinese University of Hong Kong, Hong Kong
Co-authors: Jing Zhao, Ngai Hang Chan

Credit transition matrices published by rating agenciesstitute an important building block of risk managementisTtaper
proposes a firm-specific structural model for credit mignathat incorporates firm capital structure and risk peioapif rating
agencies. The proposed model incorporates the notion tfndis-to-default, which is estimated from accounting rimfation
and market variables, and a migration signal duration, iwisiecnodeled by an excursion time to reflect the credit hisbdeyfirm.
This model not only allows one to derive a closed-form créditsition probability, but can also be used to explain thfadlt
probability overlap and the slow-to-respond feature ahgaagencies. Examples are provided to demonstrate thaatiin of
perception thresholds using historical credit transitiogitrices and empirical distributions of rating categori€be transition
probabilities of a rated company can then be computed in asfirecific manner. As the financial market is concerned abaut ho
agency ratings affect market conditions, the estimatedgmtion threshold provides an effective measure of a ratgency’s
response to credit migrations.

C274: Testing for a change in the order of integration of G7 and Euroarea inflation
Presenter: Andrea Halunga, University of Exeter, UK
Co-authors: Denise Osborn, Marianne Sensier

We test G7 and Euro area inflation for a change in the orderteiation either from 1(1) to 1(0) or I(0) to 1(1). We extertiig
work by conducting Monte Carlo analysis on the impact oftrtal breaks in the deterministic components of thess.t&ge
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find that structural breaks in the mean of a series do mattenwasting for the order of integration and therefore wevaftor
possible structural breaks in the level of the series, implating a search procedure for deterministic level shiftbersistence
changes. Allowing for a structural break in the level of teees, we find that all G7 and Euro area inflation series atoatay
from the early 1980s.

C231: Doubly constrained factor models: estimation and applicabns
Presenter: Henghsiu Tsaj Academia Sinica, Taiwan
Co-authors: Ruey Tsai

Factor models have been widely used in recent years to irafh@vaccuracy of forecasting when many explanatory varsadnie
available. However, the models often encounter the difiiesibf over—parameterization and factor interpretatlarthis paper,
we first consider constrained factor analysis to obtain aipemious factor model and propose likelihood ratio stiaggo test
the adequacy of factor constraints. Real and simulated gbesrare used to demonstrate the proposed analysis. In heeaiop,
we show that the constrained factor analysis can providepatainderstanding of variations in monthly financial assteirns.
We then extend the constrained models to the doubly constidactor models by incorporating external informationboith
rows (e.g., subjects) and columns (e.qg., variables) of a mhatrix. Maximum likelihood estimates and likelihood oagtatistics
of the proposed models are derived. Finally, we consideapipdications of doubly constrained factor models in ecoieerand
finance.

C088: Modelling investment guarantees in Japan: A risk-neutral GARCH approach
Presenter: Wai Sum Chan, The Chinese University of Hong Kong, Hong Kong
Co-authors: Andrew Cheuk-Yin Ng, Johnny Siu-Hang Li

The variable annuity market in Japan is still young, but gngwapidly. The market has grown from less than USD5 biliion
2002 to its present USD158 billion. Most variable annuitiedapan are sold with one or more investment guaranteds asug
Guaranteed Minimum Accumulation Benefit (GMAB), which gaatiees that the ultimate annuity principal will not fall bela
pre-set level regardless of the underlying investmentgperdnce. Of interest to financial institutions selling alte annuities

is the cost associated with such a guarantee. Although thedwox Black-Scholes option pricing formula can be apptistily,

the resulting price might be inaccurate because returnb®ddpanese stock price index do not seem to behave as assumed
the formula. In this study, we propose a method for valuinmgdtiment guarantees on the basis of a GARCH-type modelhwhic
better captures the characteristics of the stock pricexindifficulty in option-pricing with GARCH is the identifidéon of a
risk-neutral probability measure. We solve this problentbygsidering the conditional Esscher transform.

CS23 Room 10 REGIME SWITCHING GARCH MODELS Chair: Leopold Soegner

C042: Asymmetric multivariate Markov-switching GARCH: structur al properties and applications
Presenter: Markus Haas, University of Munich, Germany
Co-authors: Ji-Chun Liu

We develop a multivariate Markov-switching GARCH model ahhiallows for regime-specific interdependent volatility- dy
namics, leverage effects and correlation structures. fiond for stationarity and the existence of moments arévedy and
expressions for the unconditional moments, the correlattoucture of the power-transformed process and closexd-foulti-
step covariance matrix forecasts are provided. The cammgtof the maximum likelihood estimator (MLE) is estabéidh The
behavior of the MLE is also evaluated by simulation for sargtes typical for applications to daily stock returns. Tinadel
nests several specifications proposed in the literature rélationship between these models is discussed, andrinepmpared

in an application to European stock market indices. Bothaimd out-of-sample, we find that the dominating model is a two-
regime specification with asymmetric volatility dynamiasdacorrelations which are significantly higher in the highiatility
regime.

C276: A dynamic conditional correlation model with factorial hid den Markov representation
Presenter:  Philippe Charlot, GREQAM & Aix-Marseille University, France

The goal of this paper is to present a new multivariate GARGI@hwith time-varying conditional correlations. Our apach

is a Markov-Switching version of the Engle’s DCC GARCH. Hoee we suggest a slightly different approach than the iaks
Markov-Switching. Indeed, our specification is based onGf@hramani and Jordan’s Factorial Hidden Markov models Thi
model generalize the previous approach by representingidlien state in a factored form. Each hidden state is fadtiorte
multiple hidden state variables evolving in parallel. Eabhin has similar dynamics to a basic hidden Markov modehalkes
possible to build a Markov-switching set up for correlatidynamic where each parameters are linking to a hidden Markov
chain and allows them to switch independently from othefss Factorial Markov-switching DCC is applied to exchangter
data. We also propose an asymmetric extension. This exdemdeel is applied to equities index returns. Results shaw th
FHM-DCC can have an interesting explanatory power by piiagidnore flexibility in the correlation process.
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C361: Estimation of continuous time Markov switching models
Presenter:  Joern SassAustrian Academy of Sciences, Austria
Co-authors: Sylvia Fruehwirth-Schnatter, M. Hahn

We consider a multidimensional, continuous time model whbe observation process is a diffusion with drift and vttt
coefficients being modeled as continuous time, finite statekbl/ processes with a common state process. l.e., a linear,
autoregressive Markov switching model is considered. Thiterést is in the econometric estimation of the states fifir aind
volatility and the rate matrix of the underlying (unobsdneg Markov process as well as the choice of the number ofmdifft
states. For a continuous time model, where observatiorsvaikable only at discrete times, a method of moments-typecach
may be used, but it requires a large number of observatioasnfalternative suitable for medium sizes of observatiaking a
Bayesian approach we develop a MCMC method. We discussgansidrising if discrete time methods are applied to estithate
continuous time model, like discretization error and enaliegtproblem. Employing different methods for paramestineation,
we find some advantages of the MCMC approach. For illustiati@ analyse daily stock index quotes from Argentina, Brazi
Mexico, and the US from 1998 to 2008. The estimation resulitesdor a good economic interpretation.

C100: Risk analysis and mixture modeling
Presenter: Leopold Soegner Institute for Advanced Studies, Austria
Co-authors: Christian Haefke

The broad objective this paper is to extend and to apply mextandels and switching GARCH models to problems in poxfoli
optimization and in risk management. Following literatwised form solutions for the probability distributiomfttion and
quantiles for the student t-distribution can be derivediased form. This article applies and even extends this nuetlogy to
skew student-t densities. A further goal is to combine atassnixture models with mixtures of ARCH or GARCH type maoslel
Our model extends existing literature in several ways:tfFiwe use t-distributed innovations, secondly, the distidn of the
GARCH volatility term and the noise term are allowed to stvibetween different states. In addition we model corretatip
means of copulas. Such a setting also provides an impontégmnision from an economic point of view: The believes of pirac
tioners that asset returns show different behavior in godzhd times can be modeled and even tested by such a setting.

CS36 Room6 ROBUST METHODS IN ECONOMETRICS Chair: Christophe Croux

C139: Accurate and robust tests for indirect inference
Presenter: Veronika Czellar, HEC Paris, France
Co-authors: Elvezio Ronchetti

Accurate tests for indirect inference are proposed. Uridentll hypothesis the new tests are asymptotigehdistributed with

a relative error of orden(-1. They exhibit a much better finite sample accuracy than idals®sts for indirect inference which
have the same asymptotic distribution but with an absolute ef ordern(-1/2, Robust versions of the tests are also provided.
Finally, we illustrate their accuracy in various models;liming nonlinear regression, Poisson regression withdisgersion,
and diffusion models.

C152: Testing the contribution of jumps to total price variance: A review and a new test
Presenter:  Kris Boudt, K.U. Leuven-Lessius University College, Belgium
Co-authors: Thomas Ghys, Sebastien Laurent

Recent research has shown that separate estimates of tiireuoois and jump component of quadratic variation lead toemo
accurate volatility forecasts and estimates of financied®éNe present a new approach for disentangling both coempebased

on the Realized Outlyingness Weighted Variance (ROWVare ROWVar has a higher efficiency than the Realized Bipower
Variation (RBPVar) and a higher finite sample robustnessiigpjs. We propose jump-robust estimators for the variant¢leof
ROWVar and derive their asymptotic variance. The ROWVar aedeitimator of its variance are combined to greatly enhance
the power of testing the jump contribution in total priceisace with respect to tests based on the RBPVar. In additiershow
that accounting for the intra day periodic component in titithaimproves further the performance of these tests. \GWmpare

our proposal with other recently proposed alternativesHferRBPVar. The paper concludes with an illustration of tteppsed
jump detection method for high-frequency stock prices amhange rates. In both markets, tests based on the ROWVant dete
much more jumps than the RBPVar and lead to more accuratélitpmrecasts.
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C163: A robust approach to the analysis and forecasting of electaity prices and volatility
Presenter: Dennis Tuerk, FUNDP, Belgium
Co-authors: Kris Boudt, Sebastien Laurent

During the last years several approaches for electricigepnodeling under jumps have been proposed. They yieléreaith-
satisfying results or are quite complicated to implemengcddtly, non-parametric techniques for daily volatiligrdcasting
using high-frequency data have been proposed. The pricegebaare centered around an estimate of the price drift ard fu
tionals of the centered high-frequency price changes ageeggted into estimates of the continuous and/or jump gataity
price variability. Unfortunately the need for accountafmythe presence of jumps when estimating the price drift igasred.
Furthermore, no satisfying solution was proposed for tie faat the realized volatility estimator must be able toecapth
multiple consecutive jumps. We propose robust estima#gohriques to satisfy the before mentioned requiremengdini¥nary
forecasting results demonstrate the superiority to othmtetling approaches.

C205: Spot variance estimation and its application to high frequacy jump testing
Presenter: Pawel Janus VU University Amsterdam, Netherlands
Co-authors: Charles Bos, Siem Jan Koopman

We provide an empirical framework for estimating the spatarece path in the simultaneous presence of intra day peitipd
jumps and microstructure noise. The estimation is done digbretely observed high frequency price data in a moasd-fr
manner. The underlying spot variance consists of a detéstitirand a stochastic component. Extraction of the intra ok
riodic component is based on a likelihood method that is sbbu possible outliers. The stochastic part is estimated thie
pre-averaged bipower variation measure, hence estimggaslaust to jumps and microstructure effects. This meaallwers
also for the negative correlation in the return-varianc®irations to accommodate for the leverage effect. We findoticeable
impact of such correlation on the spot variance path esiimafs application, a robust two-step estimating methadte spot
variance path provides means to extend an existing higluémay jump test statistics. The extended statistics esabldetect
discontinuities on top of local variation due to price canttus component and microstructure noise. Timing of junspsell as
distributional characterizations of jump series are riagkaThe procedures are explored through Monte Carlo stinal An
empirical illustration is based on the intra day EUR/US2rat

CS61 Room4 COMPUTATIONAL ECONOMETRICS : ESTIMATION AND TESTING Chair: Achim Zeileis

C246: Sparse principal component regression
Presenter: Joseph Ryan LansanganUniversity of the Philippines, Philippines
Co-authors: Erniel Barrios

Modeling of complex systems is usually confronted with hdjmensional independent variables. Econometric models ar
usually built using time series data that often exhibit natisnarity due to the impact of some policies and other entn
forces. Both cases are usually confronted with the multiedrity problem resulting to unstable least squaresmegés of

the regression coefficients in a linear model. Principal pongent regression often provides solution, but in casegentie
regressors are nonstationary or the dimension exceedanf@es size, principal components may yield simple aveagirthe
regressors and the resulting model is difficult to interpfesparsity constraint is added to the least squares aited induce

the sparsity needed for the components to reflect the relatiportance of each regressors in a sparse principal campon
regression (SPCR) model. Simulated and real data are ushdgsteate and assess the performance of the method. SPCR in
many cases leads to better estimation and prediction. SBERecused in modeling high dimensional data and as an intéwae
strategy in regression with nonstationary time series.data

C283: A test for m order polynomial versus (m+ 1) convex regression
Presenter:  loannis Demetriou, University of Athens, Greece

Givenn measurements of a smooth function that include randomsgradtest is presented for the appropriateness of the least
squares polynomial regression model. The null hypothasikdt the regression function is a polynomial of ordeand the
alternative one that it has nonnegative derivative of order1 (m+ 1 convexity). In practice, the underlying function in the
alternative hypothesis is obtained by a strictly convexdgatic programming calculation that is defined by the regjogsmodel
subject to nonnegative divided differences of onther 1. The following special cases provide useful descriptiébenm=0,

this test reduces to testing a constant against a monotgnession, a problem that has raised very many publicatiods a
applications in the last sixty years. Whem= 1, the test reduces to testing a line again a convex regregsiconvex regression,

i.e. a piecewise linear fit with non-decreasing slopes)hé&general casep > 1, when the errors are independent and normal,
it is shown that the exact distribution for a likelihood catest statistic is a mixture of beta random variables. Soumeerical
results illustrate the method of calculation and the efficjeof the test.
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C243: Nonsmooth optimization using classification and regressiotrees
Presenter:  Blair Robertson, University of Canterbury, New Zealand
Co-authors: Chris Price, Marco Reale

Nonsmooth local optimization problems occur in many fielldsluding engineering, mathematics, and economics. In@tics,
nonsmooth problems can be found in finance, mathematicaloatsics and production theory. Examples include, nonsmooth
utility maximization and exact penalty functions. Here wegent a random search algorithm to solve such problems. The
method is set up to solve honsmooth or discontinuous miwiticia problems in an hyper-rectangular optimization radso
Since discontinuous functions are considered, the opgitioiz boundary can be dealt with directly via a discontirgibarrier
function and hence non-trivial regions can be considerdt dlgorithm alternates between partition and samplingghaAt
each partition phas®is divided into a set of high and low subregions, with respeobjective function value, using classification
and regression trees. A new batch of points is then disatuatainly or totally into the hyper-rectangular subregiolassified

as low. Using both the existing and new batch of points, a nastitipn is then formed. The method is shown to converge
to an extreme point of an objective function with probabiline. Numerical examples are also presented to demongtiate
effectiveness of the method.

C305: Model-Based regression trees in economics and the socialesates
Presenter:  Achim Zeileis, WU Wirtschaftsuniversitat Wien, Austria

Regression models are the workhorse for empirical anaiypsesonomics and the social sciences. For a wide varietyaof st
dard analysis problems, there are useful specificationegression models, validated by theoretical considersitéond prior
successful empirical studies. However, in non-standastilpms or in situations where data on additional varialdesailable,
a useful specification of a regression model involving alialzles of interest might not be available. Here, we explore/
recursive partitioning techniques can be used in suchtgnsfor modeling the relationship between the dependanable
and the available regressors. We show how different motietsaf regression via OLS or WLS and the Bradley-Terry model)
can be embedded into a common framework of model-basedsieeyrartitioning. The resulting regression trees are grow
recursively applying techniques for testing and datingcttiral changes in parametric models. They are comparddgsical
modeling approaches in three empirical applications: (1§ @emand for economic journals is investigated. (2) Theazhpf
professors’ beauty on their class evaluations is asse$3¢®ifferences in rating scales are captured for studesiteice of a
university in exchange programmes.

CS63 Room1 STOCHASTIC VOLATILITY MODELS Chair: Yasuhiro Omori

C217: Online estimation of time-varying volatility and co-volatility for tick-by-tick data: a Bayesian approach
Presenter: Jan C. Neddermeyer University of Heidelberg, Germany
Co-authors: Rainer Dahlhaus

For high-frequency trading the online estimation of tineaying (co)-volatilities based on tick-by-tick data is amportant task.
As a result of the non-synchronous trading and the presdmoariet microstructure noise this is a challenging problemthe
present article, we develop a novel technique for onlinenegion of time-varying covariance matrices. Our algarithpdates
the covariance estimate immediately after the occurrefiGe reew transaction. We propose a market microstructure mode
that considers financial transaction data as observatibadatent efficient price process which are corrupted by égalized)
rounding noise. This model reproduces the major stylizetsfaf high-frequency data such as the price discretenabsshan
first-order negative autocorrelation of the returns. letkhe form of a nonlinear state-space model with non-spmcius
observations. An original sequential Monte Carlo alganiik designed that allows the approximation of the filterirggributions
of the efficient price. For the estimation of the spot covareamatrix we propose a sequential variant of the EM algorithhe
practical usefulness of our technique is verified througmtddarlo simulations and through an application to stomkgaction
data. As an important empirical result we obtain that theetations of high-frequency stock returns vary signifibaoter the
trading day.

C258: Estimation of dynamics for Income inequality by stochasticvolatility model
Presenter: Haruhisa Nishino, Chiba University, Japan
Co-authors: Takashi Oga, Kazuhiko Kakamu

Income inequality is a great issue also in the Japanese egolil@wise the world economy, and the Gini coefficient ismfas
measure of economic inequalities. While many previous wodtsulate a Gini coefficient as a descriptive statistic tineste
the Lorenz curve by nonparametric methods, we estimated@efficients using simple parametric models in order tostigate
changes of inequalities in the paper. Since microdata #reulli to access in Japan and also in other developing casyive use
grouped data to estimate Gini coefficients. Assuming sirpptametric models including Pareto and Lognormal, we ssre
Gini coefficients as functions of estimated parameterss thérefore easy to follow dynamics of Gini coefficients. Tise of
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asymptotic theory of selected order statistics enables estimate the parameters of the parametric models basexopeagl
data. In order to extend the parametric models to dynamicetepdie incorporate them with SV (stochastic volatility) deés.

We estimate the SV models by MCMC methods, and exploit a meai@lparison to choose a best model. Finally we apply
the method for Japanese data (Family Income and Expendumeey by Ministry of Internal Affairs and Communications,
Statistics Bureau, Japan).

C227: Bayesian forecasting using an extended Nelson-Siegel mbde
Presenter: Fuyu Yang, Humboldt-Universitat zu Berlin, Germany
Co-authors: Nikolaus Hautsch

Central banks control the short-term interest rates toémeiht monetary policy. In order to model the term structdiiaterest
rates, we re-visit an extended Nelson-Siegel model (NS-84at), in which all cross—sectional yields are summarizét e

few common factors. This NS-SV model could not only captheeghifts in the yield curve by modelling these common fagtor
but also model the volatility dynamics in these factors gstochastic volatilities. However, the estimations fas #ppealing
NS-SV model was rather inefficient. Here the severe estimathallenge is solved via Markov chain Monte Carlo method.
We propose an efficient algorithm to make simulation-baséerénce in the NS-SV model. With applications to a monthly
zero—coupon yields data set, we found the NS-SV fits the dath Worecast capacities of the NS-SV model is evaluated via
out—of-sample forecast exercises.

C060: Stochastic volatility model with asymmetric heavy-tailederror using GH skew Student’s t distribution
Presenter:  Yasuhiro Omori, University of Tokyo, Japan
Co-authors: Jouchi Nakajima

Bayesian analysis of a stochastic volatility (SV) modelhw@eneral Hyperbolic (GH) skew Student’s t error distribatis
described to consider asymmetric heavy-tailed distrimgtiof asset returns. The efficient Markov chain Monte Castoration
methods are developed using the normal variance-mean maisgpresentation of the GH skew Student’s t distributiorergh
the mixing distribution is the gamma distribution. The pvepd methods are illustrated using simulated data and staibk
returns, and the model comparison is conducted based onatggnal likelihood in the empirical study. The strong evide of
the asymmetry is found in the distribution of the stock resur
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CS04 Room 3 COMPUTATIONAL PANEL ECONOMETRICS Chair: Jan Kiviet

CO078: Cointegration versus spurious regression and heterogertgiin large panels
Presenter: Lorenzo Trapani, Cass Business School, UK

An estimation and testing framework to identify the soustef spuriousness in a large nonstationary panel is pravidlkis can
be determined by two non mutually exclusive causes: poailitity neglecting the presence of heterogeneity and gepuesence
of I1(1) errors in some of the units. Two tests are proposetidbaplement a test for the null of cointegration: one testlie
null of homogeneity (and thus presence of spuriousnessadsenie of the units being genuinely spurious regressiortspaa
for the null of genuine cointegration in all units of the pba¢ad thus spuriousness arising only from neglected hgésreity).
The results are derived using a linear combination of tworegbrs (one consistent, one inconsistent) for the vadasfahe
estimated pooled parameter. Two consistent estimatotedategree of heterogeneity and for the fraction of spuniegsessions
are also provided.

C090: Structural breaks and unit root tests for short panels
Presenter: Elias Tzavalis Athens University of Economics & Business, Greece

In this paper we suggest panel data unit root tests whictwdtoa potential structural break in the individual effeatsd/or the
trends of each series of the panel, assuming that the timerdiion of the panel, T, is fixed. The proposed test statistiasider
for the case that the break point is known and for the casatttwgatinknown. For the first case, the paper calculates theepow
of the test statistic analytically. The paper calculateslithiting distribution of the test statistic for the casattkthe break point
is unknown based on the correlation matrix of the potentiehk points in the sample which is derived in closed form timu
Monte Carlo analysis conducted by the paper suggests thaesh statistics have size which is very close to the noniivel
percent level and power which is analogues to that of otheelpdata unit root tests with fixed-T test statistics, whichnbt
allow for a structural break. Finally, an empirical apptioa of the paper show how to apply the tests in practice tbttes
income convergence hypothesis.

C180: A Monte Carlo estimator for simulable models
Presenter:  Michael Creel, Universitat Autonoma de Barcelona, Spain

For a model with parametey, and an estimato of the parameter of an auxiliary model, Monte Carlo methaats lse used
to generate pairsy( 6) for a randomly chosen poing in the parameter space. Nonparametric methods may be ugettte fi
expectation ofp conditional on® = a, using the Monte Carlo data. It is proposed to use this fittegttion evaluated at th@
that is obtained using the real sample data, as an estinmfaqoitunder certain conditions, this is a consistent and asyticaity
normally distributed estimator. Monte Carlo results fondgnic panel data and other applications show that this asiincan
have very attractive small sample properties. Confidertegvals can be constructed using the quantiles ofptfo which 8 is
close to8. Such confidence intervals have very accurate coverage.

C063: Heuristic optimization methods for dynamic panel data modéselection
Presenter: Ivan Savin, Justus-Liebig University, Germany
Co-authors: Peter Winker

Innovations, be they radical new products or technologyrawements in the sense of cost efficiency, are widely reaaghas a
key factor of economic growth. To identify the main factaiggering innovative activities is a main concern for ecoimpolicy.
This is also an important research area in economic theatyeapirical examination. As the evidence on the effectigere
different stimulating instruments is mixed and the numbfenypotheses, which may be tested, is large, the process déimo
selection becomes a crucial factor in the empirical impletagon. The problem is complicated by the fact that we neddke
an unobserved heterogeneity and possible endogeneitg@fssors into account. A new efficient solution on this peobis
suggested by applying threshold accepting and geneticitdgoheuristics, which exploit the inherent discrete mataf the
problem. The selection criteria are based on the Akaike gBiay and Hannan-Quinn information criteria (the formemads
consistent) and on the Sargan test of the overidentifyisgicéions. The method is applied on the example of Russian@my
constructing a log-linear dynamic panel data model. Tailate the performance of the method, we also report thétsesfu
Monte-Carlo simulations.
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C251: Maximum likelihood estimation of random coefficient panel dda models
Presenter: Mehdi Hosseinkouchack Goethe University Frankfurt, Germany
Co-authors: Michael Binder, Florian Hoffmann

While there are compelling reasons to account for crossesedtheterogeneity of slope coefficients in panel data ispdeplied
work still regularly ignores to capture such heterogenditythe context of random coefficient panel data models,apjzears
in large parts due to the fact that classical estimationgmones are difficult to implement in practice. In this pape¥,propose
a simulated annealing algorithm to maximize the likelihdodction of random coefficient panel data models. Taylotimg
simulated annealing algorithm explicitly to random coédfits panel data models, we proceed to compare the perfoentdn
our global maximization approach with that of approachegtan standard local optimization techniques. Our resuligest
that simulated annealing - in contrast to standard locahopation techniques - renders estimation of Swamy randoefficient
panel data models practical. The structure of the Swamyoranzbefficient panel data model further allows us to compage t
simulated annealing based maximum likelihood estimatéls avclosed-form Generalized Least Squares (GLS) estim@ter
find that the simulated annealing based maximum likelihaidhmator performs reasonably well and should be a seridas al
native to Bayesian estimators in more complex random casftipanel data models for which the GLS estimator is noiiliéas

CS08 Room 8 ECONOMETRIC METHODS IN DERIVATIVES APPLICATIONS Chair: Panayiotis Andreou

CO009: An alternative model to forecast default based on Black-Saties-Merton model and a liquidity proxy
Presenter: Dionysia Dionysioy Aston University, UK
Co-authors: Lenos Trigeorgis, Andreas Charitou, Neophytos Lambestide

Building upon the theoretical Black-Scholes-Merton mouded develop an alternative model to forecast default. Witlsolving
the required nonlinear equations, we deviate from prior@gghes by estimating volatility in a simpler manner. Wesider
the probability of intermediate involuntary default befatebt-maturity which we capture via a liquidity proxy. Higawe use a
weighted average life of total debt as time-to-option-matuCox proportional hazard models and several appraatie test
the model predictive ability suggest that our alternatinelécate sufficient statistic and ability to forecast défau

C020: Multistage product development with value-enhancing and pe-emptive options
Presenter: Nicos Koussis Frederick University, Cyprus
Co-authors: Spiros Martzoukos, Lenos Trigeorgis

We provide a real options framework for the analysis of pmdievelopment that incorporates R&D, product attributeamcing
actions with uncertain outcome and pre-emptive options. défiéve two-stage analytic formulas and propose a multieger
general solution using a numerical lattice approach. Oalyais reveals that exploration actions are more impostdmgn the
project is out or at-the-money (near zero NPV) and less itapbffor high project values. In a multi-stage setting, exgiion
actions are important even for in-the-money projects wiodiov-on actions exist that can enhance the expected vdltieeo
project. With path-dependency early actions are more tdusince they enhance the impact or reduce the cost of sudiseq
actions. Pre-emptive controls affecting rare event (jufrgguency or innovations that introduce positive jumpswaoee valuable
for firms with higher frequency of competitive threats inxiag low volatility.

C022: A new method of employing the principle of maximum entropy toretrieve the risk neutral density
Presenter: Leonidas Rompolis University of Cyprus, Cyprus

This paper suggests a new method of implementing the ptencfpmaximum entropy to retrieve the risk neutral density of
future stock, or any other asset, returns from Europearacallput prices. Instead of options prices used by previaudies,

the method maximizes the entropy measure subject to vafube dsk neutral moments. These moments can be retrieeed fr
market option prices at each point of time, in a first step. Qamad to other existing methods of retrieving the risk redutr
density based on the principle of maximum entropy, the benefithe method that the paper suggests is the use of all the
available information provided by the market more effidignto evaluate the performance of the suggested methogaper
compares it to other risk neutral density estimation tegphes based on a number of simulation and empirical exercises

CO075: The forward premium puzzle and unobserved factors day by day
Presenter: Kerstin Bernoth, DIW Berlin, Germany
Co-authors: Jurgen von Hagen, Casper de Vries

The forward premium puzzle (FPP) is the negative corratatietween the forward premium and the realized exchange rate
return, which has been found in numerous empirical studissdbon foreign currency forwards. This paper contribuyassing
futures data instead of forwards to complete the maturiggspm at the (multi-) day level. We find that the correlaii®positive
for very short maturities, and has a negative tendency hatysbecomes stronger as the number of days to maturitycieased
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to the monthly level. Using futures data allows us to confiolthe influence of an unobserved factor present in eachracint
Once we do this, we find that the coefficients on the forwardnpren hover around one. Finally, we show that the latent facto
is related to conventional proxies of currency risk andgmgicantly affected by domestic monetary variables.

C054: Options pricing via statistical learning techniques: The sipport vector regression approach
Presenter: Panayiotis Andreou Durham University, UK
Co-authors: Chris Charalambous, Spiros Martzoukos

In this paper we investigate the performance of epsiloefiagive Support Vector Regression and Least Squares 8U\ygmior
Regression for pricing call options on the SP500 index. 8tpygector Regression is a novel nonparametric method thst h
been developed in the context of statistical learning themd until now it has been practically neglected in finanedno-
metric applications. This new method is compared with patamoptions pricing models using standard implied patanse
and parameters derived via deterministic volatility fuoies. The out-of-sample pricing results indicate that teadt Squares
Support Vector Regression models perform better than thioeginsensitive Support Vector Regression ones. Maedhis
type of nonparametric approach is also overall best wherpaogd with the widely used Black and Scholes model.

CS21 Room4 ENERGY AND FINANCIAL ECONOMETRICS Chair: Frederique Bec

C319: Contagion in electricity markets
Presenter: Davide Ciferri, University of Perugia, Italy
Co-authors: Carlo Andrea Bollino, Paolo Polinori

The existence of contagion effects in electricity marketmvestigated. The concept of contagion has been devefopdigh
frequency financial markets. The paper presents a canppitahometric model of contagion and investigates the tondi
under which contagion can be distinguished from mere iefgeddence. The empirical analysis is based on differeifinal
markets in the Italian Power Exchange (IPX). The previaesdture has focused much on the typical characteristiekeofricity
prices such as high volatility and very large, or extrem&epchanges but, so far, it has ignored the question whetmagion
exists among different electricity markets. The analysid &lentification of contagion requires that each individuarket
equations contains market specific regressors, consdgwanhave to involve market specific variables in structegliations
in order to correctly specify the model. Consistency is iigta by including regional market specific fundamentals asidg
instrumental variables (IV) estimations. The most impatrteonclusions of this paper are that contagion can be ifithti
separately from interdependence and that effects are asymarin the IPX market and we find that price crisis occur when
dynamic patterns are spiking suddenly downward and not tghwa

C089: The power of weather
Presenter: Chen Zhou, De Nederlandsche Bank, Netherlands
Co-authors: Francesco Ravazzolo, Christian Huurman

This paper examines the predictive power of weather fortiébéty prices in day-ahead markets in real time. We find thett-
day weather forecasts improve the forecast accuracy ofd8tanan day-ahead electricity prices substantially imieof point
forecasts, suggesting that weather forecasts can priceghther premium. This improvement strengthens the cordalamthe
forecasting model, which results in high center-mass ptie@i densities. In density forecast, such a predictivesifgmay not
accommodate forecasting uncertainty well. Our densitgdast analysis confirms this intuition by showing that ipooating
weather forecasts in density forecasting does not delistebdensity forecast performances.

C188: Density forecasts of crude-oil prices using option-implid and ARCH-type models
Presenter: Esben Hoeg Aalborg University, Denmark
Co-authors: Leonidas Tsiaras

The predictive accuracy of competing crude-oil price fastalensities is investigated for the period 1994-2006. iMpleyond
standard ARCH models that rely exclusively on past retumesexamine the benefits of utilizing the forward-lookingamhation
that is embedded in the prices of derivative contracts. -Reitral densities, obtained from panels of crude-oil@pprices, are
adjusted to reflect real-world risks using either a paraimetra non-parametric calibration approach. The relatedggmance
of the models is evaluated for the entire support of the digres well as for regions and intervals that are of spectat@st for
the economic agent. We find that non-parametric adjustnoénisk-neutral density forecasts perform significantlyteethan
their parametric counterparts. Goodness-of-fit tests amaBsample likelihood comparisons favor forecast dissiobtained
by option prices and non-parametric calibration methods tivose constructed using historical returns and sindilARCH
processes.
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C286: Bayesian analysis of time-varying integration in energy mekets
Presenter:  Arco Van Oord, Erasmus University Rotterdam, Netherlands
Co-authors: Lennart Hoogerheide, Herman Van Dijk

We investigate the degree of market integration in globatgycommaodity prices, including crude oil, natural gas eoa. Our
specific focus is on the speed of reversion towards the equith relations; increased market integration should Heated by
shorter half-life times of the disequilibrium. We perfornBayesian analysis within a flexible cointegration modehwime-

varying strength of the adjustments towards equilibriumditions. Using simulation based inference we recursiestymate
the reversion to cointegration relations between pairsefgy prices. Thereby we provide insight into the exactithistion of

the time-varying half-life times without resorting to asytatic approximations, and assess the evidence in favarooéased
integration.

C027: Term structure and cyclicality of Value-at-Risk: consequeces for the solvency capital requirement
Presenter: Frederique Beg University of Cergy-Pontoise, France
Co-authors: Christian Gollier

This paper explores empirically the link between Frenchtegpureturns Value-at-Risk (VaR) and the state of finanaialkets
cycle. The econometric analysis is based on a simple vegtoregression setup. Using quarterly data from 1970Q4 68Q4,

it turns out that the k-year VaR of French equities is strgmigipendent on the cycle phase: the expected losses as ewkhgur
the VaR are smaller in recession times than expansion eriftese results strongly suggest that the European rgasling
the solvency capital requirements for insurance compasfiesld adapt to the state of the financial market’s cycle.

CS22 Room 2 FINANCIAL ECONOMETRICS : FORECASTING AND DYNAMICS Chair: Giampiero Gallo

C101: Prediction of stock returns with nonparametrically generated bond yields
Presenter: Michael Scholz University of Gottingen, Germany
Co-authors: Stefan Sperlich

It is widely documented that expected returns in financialkets vary over time, and that long-horizon returns conéasig-
nificant predictable component. In particular, the dividigmice ratio has proven to be a good predictor of futureksteturns.
We extend in the present work, the fully nonparametric twoethsional model based on the dividend-price ratio andaggdd
excess stock return using in addition also the bond yielth@Btme year as regressor. The reasoning is quite sim@aften
discussed that the same year’s bond yield is basically theigtion error. The problem which obviously occurs is tHabahe
actual bond yields are unknown. To circumvent this handieapredict them in a prior step, using again linear kernalagsgjon
and cross validation. One may think of the inclusion of pregti bond yields when predicting stock returns nonparaocadiir

as a kind of dimension reduction; importing more structulseagroper way to circumvent the curse of dimensionality. The
additional use of a simple dummy variable which controlsr@ertain time periods for structural breaks in the market te
knowledge about structure improve the prediction of thelsteturns.

C149: Forecasting performance of nonlinear models for intra day $ock returns
Presenter: Juan Carlos Reboredq Universidade de Santiago de Compostela, Spain
Co-authors: Jose Maria Matias

We studied the predictability of intra day stock market resuusing both linear and non-linear time series models.rderato
test their ability to forecast intra day SP500 intra daymedywe compared simple autoregressive and random wakelmedels
with a range of nonlinear models that included smooth ttenmsi Markov switching, artificial neural network, nonparatric
kernel regression and support vector machine models fozdrs of 5, 10, 20, 30 and 60 minutes. Forecasting performanc
was evaluated on the basis of both statistical criteria aoeti@mic criteria. As statistical criteria, we used in-séamgnd out-
of-sample one-step-ahead forecasts using goodness oafimmeasures, proportion of times the signs of returns e@rectly
predicted, the Pesaran-Timmermann directional predidgst, and the Diebold-Mariano test of equal predictabilithe eco-
nomic criteria were based on model predictions and trammsacbst underpinning a simple trading rule. The empiriegiutts
indicate that nonlinear models outperformed linear modelghe basis of both criteria. Specifically, although weailtdf market
efficiency was achieved by around ten minutes after returialssorrelation receded and returns behaved as a randoky wal
return predictability still persisted for up to sixty mirgtaccording to nonlinear models. More flexible nonlineadet®such as
support vector machines and the multi layer perceptroficGalineural network did not clearly outperform the Markevitehing,
smooth transition and nonparametric kernel regressioretso®n economic grounds, trading rules based on Markohini
and support vector machine models are the most profitablshiort-term horizon returns, whereas the smooth transéiah
multi layer perceptron models behave better for longempistieven though profitability decreases as time elapses.
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C084: Forecasting stock market returns along financial cycles
Presenter:  Marco Willner , Goethe University Frankfurt, Germany

Given the recent slump in global stock markets, we revisitavidence on the forecastability of the US equity premiuthwhe
critical question in mind: How do various predictors penfion upswing and downswing periods? We propose a dating sshem
which divides the financial cycles into three phases (dommtiecovery and growth). The forecasting models are etediiay
their ability of anticipating the direction of future priceovements. We show that models exhibiting state-deperateirhe-
varying coefficients tend to improve the forecasting perfance, especially in downturn and recovery periods. Th®peance

of the real-time average turns out to be poor whereas evaiesiegression models do not uniformly underperform naiee@bs

as it is commonly found in the literature.

C007: Modelling and estimating the forward price curve in the energy market
Presenter: Boda Kang, University of Technology, Sydney, Australia
Co-authors: Carl Chiarella, Les Clewlow

By enhancing a multi factor forward price framework whicled@msistent not only with the market observable forwardepciarve
but also the volatilities and correlations of forward psce/e propose a two factor stochastic volatility model fa #volution

of the gas forward curve. Both volatility functions contairommon seasonality adjustment term, but one volatilingfion is
positive and declining with increasing maturity to a constanother volatility function captures the overall tili of the forward
curve where the short maturity contracts move in the oppasitction to the longer maturity contracts. We allow theapzeters

of the volatility functions to take different values in difent states of the world. The dynamics of the states of thédwior
example an on-peak or off-peak time for gas are representadibite state Markov Chain. We propose and implement bdth of
line, namely the Markov Chain Monte Carlo (MCMC) and onlinamely the particle filter approaches to estimate the paeame
of the above forward curve model. Applications to simulaed market gas forward data indicate that the proposeditigw
are able to accommodate more general features, such asregitching of forward volatility functions.

C263: A moment based approach to the combination of volatility foecasts
Presenter: Alessandra Amendola University of Salerno, Italy
Co-authors: Giuseppe Storti

The availability of accurate volatility forecasts is a mguisite for many financial applications such as risk measent or
portfolio optimization. The wide range of methods avaiéabilakes model uncertainty a critical problem for anyoneé@sted in
volatility prediction. Combining volatility forecasts tdined from different models would appear as a natural EslutHowever,
the application of classical forecast combination techegjs not straightforward. We show that the GMM can be useéfioe
an effective procedure for the combination of volatilitydoasts. One of the strengths of the approach is its getyeiralihe
sense that it is not specific to a given class of models. Atscan be applied to combine univariate as well as multivariat
volatility forecasts. In multivariate applications a nedet problem is related to the high number of moment conaiition order
to overcome this difficulty and deal with large dimensionaltems, a two-step estimation strategy is adopted. The Bainple
properties of the GMM estimator of the combination weightsassessed by means of a Monte Carlo simulation. Finalyeso
empirical evidence on real financial data is presented.

CS25 Room9 FINANCIAL MODELLING AND APPLICATIONS Chair: Hyunchul Lee

C178: The information contained in the trades associated with thexercise of executive stock options
Presenter:  Kyriacos Kyriacou, Brunel University, UK
Co-authors: Bryan Mase, Kul Luintel

This paper investigates whether executives use privatenrdtion in the trading decisions associated with the éseraf their
executive stock options. We find a marked and significanediffice in subsequent performance between exercises riaéelgo
by the proportion sold at the time of exercise. The diffeesimcpost-exercise performance persists after controftindgactors
that include option moneyness, the previous stock retuchtha value of the exercise. Further, the disparity in US aikd U
executives’ trading behaviour at option exercise could ddated to the extent to which executive remuneration iselihko
shareholder wealth, highlighting the difficulties asstagilawith designing effective remuneration packages focetiees.

C261: Affine term structure model with ARFIMA factors

Presenter: Adam Golinski, Imperial College London, UK

Co-authors: Paolo Zaffaroni

We present a discrete time, essentially affine, two long nmgiBaussian factor term structure model. We derive an assat@

model through the stochastic discount factor with undegyARFIMA processes, which is a generalization of autorsgjue
factor models. The model is based on economic theory, s@titert have a clear economic interpretation as real sheraral
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expected inflation. We estimate the model in three versiafits: two long memory factors, with two short memory factorgla
with long memory only in expected inflation factor, and finattextension of the model from short memory to long memory
factors gives a substantial improvement in the fit of the rhade forecast errors. Specifically, it seems crucial to rhéuke
expected inflation factor as a long memory process, while ovét dind evidence of high persistence in the short rate dyoam
Based on the model estimates we extract the processes oftera@st rates, real and nominal risk term premia, and iofiat
premia for different maturities. All these quantities dmad varying and we examine their properties.

C086: Tests of recent advances in extracting information from opibn prices
Presenter: Jerome Healy University of East Anglia, UK

A large literature exists on techniques for extracting phmlity distributions for future asset prices (returngrfr option prices,
but no definitive method has been developed. The paranmattiare of normals, and nhon-parametramoothed implied volatility
methods, are the most popular approaches amongst praetgioThese are subject to estimation errors due to dizatietn,
truncation, and noise however. Recently, several authans tierivednodel free analytical formulae for computing the moments
of the risk neutral density (RND) directly from option precevithout first estimating the full density. The accuracy loéde
analytical formulae is studied here for the first time. Thad&tScholes formula is used to generate option prices, and e
curves for the first 4 moments of the RND are computed frometh€ke resulting error curves are convex, and the errorsrdiff
in magnitude across the domains of the input variables. magimplications for empirical applications of these atiedy
formulae.

C032: The finance of fraud-computational model of unauthorized trading repression
Presenter: Duc Phamhi, ECE Graduate School of Engineering, France

Today’s operational risk most currently used model in battkes Loss Distribution Approach and its variants, are withtome
dimension. They cannot represent causality and thereforeontrol action can be shown to take effect. In the first part o
this paper, changes in the LDA simulation mode toward a teaigwrocess, allows description of correlation and catsali
Other features like Internal Control Factors are addedttbudgetary actions take effect through risk reduction ltheverity
and frequency. As a consequence the model can then be shdaliow a simplified Hamilton-Jacobi-Bellman equation. In
the second part, discussions on how to solve this HIB equéginds to envisage 2 different approaches: linearizatiwh a
computational exploration, on one hand, transformatiathefroblem into an adaptive learning problem, on the oteadhFor
the computational approach, reductions in complexity engtmulation process is obtained via the Single Loss Appneakibn
and use of Extreme Value Theory. In the third part, compomai results are displayed and discussed. We observe #rat th
is an optimum budget in risk reduction with regards to eagle tyf control represented in our formalism. Finally, sonrehier
directions for investigation are suggested.

C335: Econometric evidence from the continuous double auction
Presenter: Martin Smid , UTIA AS CR, Czech Republic

A general model of continuous double auctions is consideEatlier work proposed econometric methods for validadod
estimation of the model based only on the history of the bastas (no order book data). This method is applied to UShigk-
tick stock data. We demonstrate that the model is able toceednexplained variability of the prices.

C044: The time-varying European government bond markets integréion and fiscal policy: The role of EMU
Presenter: Hyunchul Lee, University of Essex, UK
Co-authors: Jerry Coakley, Andrea Cipollini

Using panel data methods with time-varying realised cati@hs and betas, this paper examines the effect of Eurdydeaatary
Union (EMU) on the dynamic integration of 13 European longntgovernment bond markets over the period January 1992 to
December 2006. We find that there has been a clear regimershifegration among EU government bond markets following
the introduction of the Euro. Post EMU, higher gross defluits lead to increased integration of the EU bond marketsstigg
default risk premium comovements between EU bond marketstenGerman market for pricing EU bonds. However, there is
no evidence that gross debt has a significant relation wittdbboarket convergence pre and post EMU implying no credit ris
premium for EU bond pricing. A possible explanation for thigyht be investors’ implied expectation of a bail-out by g

for high debt member states.
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CS33 Room 6 FINANCIAL AND ECONOMIC VOLATILITY Chair: Gianluca Moretti

C131: Potential PCA interpretation problems for volatility smil e dynamics
Presenter:  Dimitri Reiswich, Frankfurt School of Finance & Management, Germany
Co-authors: Robert Tompkins

The typical factor loadings found in PCA analysis for finahcharkets are commonly interpreted as a level, skew, twidtcar-
vature effect. Lord and Pelsser question whether theseteffee an artefact resulting from a special structure ottlvariance
or correlation matrix. They show that there are some spewtix classes, which automatically lead to a prescribethgh of
sign pattern of the eigenvectors. In particular, PCA anslge a covariance or correlation matrix which belongs todlass of
oscillatory matrices will always show n-1 changes of sigthi& n-th eigenvector. This is also the case in most PCA reauld
raises the question whether the observed effects havedaa@nomic interpretation. We extend this line of reseascbdnsid-
ering an alternative matrix structure which is consisteitih ioreign exchange option markets. For this matrix sticet PCA
effects which are interpreted as shift, skew and curvatarebe generated from unstructured random processes. Fuadite
we find that even if a structured system exists, PCA may nobleta distinguish between these three effects. The cartii
of the factors explaining the variance in the original syste incorrect.

C164: The effects of Interest rate movements on assets’ conditiahsecond moments
Presenter:  Alessandro Palandri University of Copenhagen, Denmark

This paper investigates whether the short term interest maty explain the movements observed in the conditionalnskco
moments of asset returns. The theoretical connectionseeatthese seemingly unrelated quantities are studiednvttei C-
CAPM framework. Under the assumption that the product ofréietive risk aversion coefficient and the marginal utilgy
monotonic in consumption, original results are derived #itest the existence of a relation between the risk-freeeaad the
conditional second moments. The empirical findings, inv@vl65 stock returns quoted at the NYSE, confirm that, at low
frequencies, the interest rate is a determinant of the 168ittonal variances and 13530 conditional correlations.

C198: Indirect inference in non-Gaussian stochastic volatilitymodels for exchange rate data
Presenter:  Arvid Raknerud , Statistics Norway, Norway
Co-authors: Oivind Skare

The financial crisis of 2008 has led to increased focus onapie bf market risk and volatility. Standard Gaussian medet
derivative pricing, such as the celebrated Black-Schiblegton model, does not seem appropriate and the need foemggiting
more realistic models of market risk seems more importaart #ver. This paper aims to contribute to this research bgidping
new methods for inference (estimation and prediction) otlsastic volatility models for exchange rate data basedan n
Gaussian Ornstein-Uhlenbeck (OU) processes. Our apprseghindirect inference methods: First, an auxiliary mbdsled
on an approximate Gaussian state space representatioa Gfitbased model is estimated. Then simulations are made fro
the underlying OU-model for given parameter values. Fohesmulation, the auxiliary Gaussian model is re-estiméigd
maximizing the quasi-likelihood function correspondimgthe simulated data. The parameter value (in the underi@ibg
model) which gives the best match between the quasi-liketirestimate corresponding to the actual data and the Gkealgiood
estimates corresponding to the simulated data, is choshie @stimate of the true parameter vector.

C215: Volatility spillovers among the Gulf Arab emerging markets
Presenter: Ramzi Nekhili, University of Wollongong in Dubai, United Arab Emirates
Co-authors: Naeem Muhammad

The volatility spillovers among Gulf Arab emerging marketexamined. Multivariate VAR-GARCH model of daily returns
with BEKK specification based on the conditional varianced eonditional correlations, is estimated for all six GCQiigg
markets of Saudi Arabia, Kuwait, UAE, Qatar, Oman, and Bahr&ihe results show high own-volatility spillovers and gthi
degree of own-volatility persistence in all GCC markets. rdtver, there are significant cross-volatility spillovarsd cross-
volatility persistence among all GCC markets, with strargedence of spillovers from all GCC markets to the Saudikear
Such evidence could be explained by the sensitivity of theking sector, which is seen as the dominant sector in most GCC
economies, and the existence of uncertainties surroundinigus Gulf bank exposures to certain Saudi business grasipvell

as the downward movement of oil prices.

C317: An alternative approach to test for financial market contagion
Presenter: Marco Gallegati, Universita Politecnica delle Marche, Italy

The existence of contagious effects in financial marketdbbas one of the most debated topics in the recent literafumésona-
tional financial economics. Nonetheless, the presencertigmn and/or interdependence after a shock to an indivichuntry
is still controversial. We propose a wavelet-based appréadest whether contagion and/or interdependence oatdurgng
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the most recent international financial crisis: the US simbicrisis of 2007. In particular, we apply wavelet corrielatanalysis
to bivariate systems composed by the return in the counterevthe crisis originated (the ground zero country) and e¢ferm
in another country for the crisis and non-crisis periodse fibw approach based on the distinction between the transital
permanent nature of the shift in cross-market linkages afstock can distinguish between contagion and interdegpexed each
associated with different specific frequencies (high amd fiequencies, respectively), and thus provides a unifiachéwork
for testing contagion and interdependence directly andrsg¢gly. The results indicate that all stock markets dispignificant
levels of contagion and that Japan appears to be the onlyrgouhere both contagion and interdependence are observed.

C155: Stock return volatility and radical innovation: the case of pharma
Presenter: Mariana Mazzucato, Open University, UK
Co-authors: Massimiliano Tancioni

Recent finance literature highlights the role of technalabthange in increasing firm specific and aggregate stock pdlatil-
ity. Yet innovation data is not used in these analyses, hegthie direct relationship between innovation and votgtilintested.
Our aim is to investigate more closely the relationship leetwstock price volatility and innovation using firm levekera
citation data. The analysis builds on previous empiricatkwehere it is found that stock price volatility is highestrohg pe-
riods in the industry life-cycle when innovation is the mstmpetence-destroying’. Here we ask whether firms whislesh
more in innovation (more R&D and more patents) and/or whimbelimore important’ innovations (patents with more caas)
experience more volatility. We focus the analysis on firmshie pharmaceutical and biotechnology industries betw&&4 1
and 1999. Results suggest that there is a positive and sgniifielationship between idiosyncratic risk, R&D intéysind the
various patent related measures. Preliminary suppors@sfalind for the ‘rational bubble’ hypothesis linking bottetevel and
volatility of stock prices to innovation.

CS37 Room 10 COMPUTATIONAL ECONOMETRICS Chair: Paolo Foschi

C230: Bootstrap confidence bands for forecast paths
Presenter:  Anna Staszewska-BystrovaUniversity of Lodz, Poland

VAR models are widely used for forecasting. An obvious elethad a forecasting procedure is an evaluation of the unicgyta
associated with the forecast. Most of the existing methodscancerned with assessing the uncertainty associatédtigt
forecast for a single period. However, the interest is ofteforecasting the path the variables will follow over a sege of
periods. The problem of associating a confidence band withexést path has been relatively neglected and the olgextiv
this paper is to provide a method that performs better thahads based on large sample normality. The method proposkd a
evaluated here is based on the bootstrap. The bands areum@dtfrom forecast paths obtained in bootstrap repboativith

an optimization procedure used to find the envelope of th¢ owsgentrated paths. The method is shown to have good gmrera
properties in a Monte Carlo study. Indeed in small samplesptioperties are somewhat better than those of a large sample
methods.

C344: Fast iterated double bootstrap bias correction
Presenter: Rachida Ouysse University of New South Wales, Australia

A computationally efficient procedure for bias adjustmenthie iterated bootstrap is proposed. The new techniquageplthe
need for successive levels of bootstrap resampling by ging@n approximation for the double bootstrap calibratiogfficient
using only one draw from the second level probability digttion. Extensive Monte Carlo evidence suggest that thpqzed
approximation performs better than the ordinary bootdbiap correction. In identified models, this fast bootstrig loorrection
leads to estimators with lower variance than those baseteodduble bootstrap. The proposed fast iterated bootsé&dprms
better than the double bootstrap in all scenarios and eslpyegihen the model has the weakest instrument relevancehand
highest degree of endogeneity. However, when the estisiave no finite moments and the instruments are weak, thetbegot
does not work well and iterating it makes things worse.

C213: Efficient bootstrap with weakly dependent processes
Presenter: Federico Crudu, University of York, UK

This paper develops the efficient bootstrap methodology¥veridentified moment conditions models with weakly demerd
observation. The resulting bootstrap procedure is shoviae @symptotically valid and can be used to approximate thteitoli-
tions of t-statistics, J statistic for overidentifying tréstions, and Wald, Lagrange multiplier and distanceistias for nonlinear
hypotheses. The paper also shows the asymptotic validityeoéfficient bootstrap based on a computationally less ddma
ing approximate k-step estimator. The finite sample peréorwe of the proposed bootstrap is assessed using simslati@n
simplified model of consumption based asset pricing model.
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C277: The power of bootstrap tests of cointegration rank with finarcial time series
Presenter:  Niklas Ahlgren, Hanken School of Economics, Finland

Bootstrap likelihood ratio tests of cointegration rank @enmonly used because they tend to have rejection protiedbihat are
closer to the nominal level than the rejection probabgitié the corresponding asymptotic tests. The effect of i@mping the
test on its power is largely unknown. Estimating the powehefbootstrap test by simulation requires a large numberafti
Carlo replications. We show that a new computationally jpemsive procedure can be applied to the estimation of theepow
function of the bootstrap test. The bootstrap test is foorftalve a power function close to that of the level-adjustgdhasotic
test. Consequently, the bootstrap test estimates theadelpested power of the asymptotic test highly accuratehe Hootstrap
test may have low power to reject the null hypothesis of agjrdtion rank zero, or underestimate the cointegratiok. r&m
particular, against alternatives close to a unit root, theqr of the bootstrap test may be close to its size. The pmoblih the
power of the bootstrap test is illustrated by the expeatatioypothesis of the term structure of interest rates agppdiehe first
ten years of data on Euribor interest rates.

C233: Further developments on unit root tests
Presenter: Margherita Gerolimetto, Ca’ Foscari University of Venice, Italy
Co-authors: Claudio Pizzi, Isabella Procidano

For frequentist econometricians, the result of a hyposhtesiting procedure is a binary decision, whereas Bayessamsompute
the posterior probability of the null, given the data. Onéiquie of 'classical’ unit root tests is that they are inferto Bayesian
methods because of the low power of the tests, particulaitly thend-stationary alternatives. Frequentists, on tiherohand,
will argue that disagreement over priors leads to diffepgogterior and results. Moreover, flat-prior analysis oft woot can
produce biased estimators. Within this discussion, a sBagksian unit root tests has been proposed that overcomg ohan
the traditional unit root tests drawbacks, but do not depenthe researcher’s prior opinion. Here we intend to shedesore
light on the issue after a few years of dormancy in the liteeatWe also consider Bayesian cointegration analysis.

CS50 Room5 ECONOMIC AND FINANCIAL TIME SERIES ANALYSIS Chair: Frederic Jouneau-Sion

C151: Efficient likelihood evaluation of state-space representions
Presenter:  Guilherme Moura, University of Kiel, Germany
Co-authors: David DeJong, Hariharan Dharmarajan, Roman Liesenfelth-F@ancois Richard

Likelihood evaluation in state-space models requires #heutation of integrals over unobservable variables. Whedets are
linear and Gaussian, required integrals can be calculatelytecally. Departures entail integrals that must be agpnated
numerically. Here we introduce an efficient procedure fdcwating such integrals: the EIS filter. The procedure safie
a building block the particle filter, which employs discréiteed-support approximations to unknown densities thaeapjn
the predictive and updating stages of the filtering procéRserefore, particle filter’s likelihood approximationsncéeature
spurious discontinuities. Moreover, the supports uporctvapproximations are based are not adapted, giving risenterical
inefficiencies. Numerous extensions of the particle filtavehbeen proposed to address these problems. Typicalbieatfy
gains are sought through adaption of period-t densitiesguisiformation available through period t. However, onceqabt
supports are established they remain fixed over a discréeztion of points as the filter advances forward throughghmple,
thus failing to address the problem of spurious likelihoggtdntinuity. Here we propose an extension that constratépted
and continuous period-t approximations using efficientangnce sampling. Example applications involve analyEB®GE
models and are used to illustrate the relative performahtieeqgarticle and EIS filters.

C165: Dynamic factors of economic data
Presenter: Marianna Bolla, Budapest University of Technology and Economics, Hungary

In our model the components of a multivariate time serieslageribed by a relatively small number of uncorrelateddiactThe
usual factor model of multivariate analysis cannot be @&gplinmediately as the factor process also varies in timecelghere
is a dynamic part, added to the classical factor model, theregressive process of the factors. The so-called dyntaoiors

can be identified with some latent driving forces of the whmlecess. Based on prior work, an efficient algorithm fomeating

the model parameters is introduced. The model is applieddnanic time series, where the variables are economettiicators
registered yearly within a 30 years period. Some of the migsificant factors indicate the main tendencies of the Huaga
economy, possibly showing some hidden causes of the pressist
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C172: A complete procedure for estimating hidden Markov models wih application in locating structural breaks
Presenter:  Christos Ntantamis, CREATES, Aarhus University, Denmark

Testing for structural breaks and identifying their looatiis essential for econometric modeling. In this paper, ddeln
Markov Model approach is used to perform these tasks. Tlma&sbn is conducted using a variant of the Iterative Cdoddl
Expectation-Generalized Mixture algorithm, and its cageace properties are examined. This algorithm allows fiberént
functional forms across regimes. The locations of the lweak obtained by assigning states to data points accoralitiget
Maximum Posterior Mode algorithm, and the Integrated Gliession Likelihood -Bayesian Information Criterion idifires the
number of regimes. The performance of the overall procedigneoted IMI, is validated by two sets of simulations; one/rich
only the parameters differ across regimes, and one witkrdiffces in the functional forms. The IMI method performslivel
both sets. Moreover, its performance is found to be supesiben it is compared to more standard methods. A second round
of simulations will also be examined, with sample sizesegponding to macroeconomic data applications. The purgdse
ascertain the success of the IMI procedure in such setti@jere its application to the examination of monetary petof the
OECD countries.

C234: Structural breaks and the rank of the spectral density matrix
Presenter:  Victor Bystrov, University of Lodz, Poland
Co-authors: Francesco Battaglia, Antonietta di Salvatore

Estimation of the rank of the spectral density matrix is uigeithe identification of the number of common trends and commo
cycles in multivariate time series. We employ the factonctre and the perturbation theory to show the bias in thie oathe
probability limit of the estimated spectral density matsihich is caused by a deterministic break in mean of statjoseries.
The bias induced by the structural break, needs to be takemaacount when testing for the number of common cycles.

C364: A market risk model for asymmetric distributed risk factors
Presenter: Kostas Giannopoulos The British University in Dubai, United Arab Emirates
Co-authors: Ramzi Nekhili

The behaviour of short term interest rates is of major imgrore. Understanding the dynamics of short-term interéss ia of
fundamental importance for many financial applications. ofsgnothers, pricing interest rate derivative and desighiedging
strategies. A number of researchers have investigatedrthbdétween macroeconomic variables and the short end ofi¢ie
curve. In finance, pricing fixed income securities and irderate derivatives, designing hedging strategies, aledemn the
dynamic behaviour of the term structure of interest rate. Wakes peculiar a series of short term interest rates are digtri-
butional properties not common among other financial timeseChanges in short term interest rates tend be moreledad
there is evidence for a mean reverting process. But the mygstal property is a lower bound found when the rates areclt s
low levels like the current US dollar and Japanese Yen. Iedl@rcumstances the conditional density function is asgtrim
truncated to the left. Understanding the dynamic behavibthiese series and in particular the tails of their densitcfion are
of a primary importance in risk management. In this paper wediscuss methods of estimating the conditional densitgl a
techniques for evaluating risks. We will also discuss thelelling aspect in these conditions.

CS66 Room 7 TIME SERIES FINANCIAL ECONOMETRICS 2 Chair: Ana-Maria Fuertes

C146: Minimum-variance autoregressive prediction of nonstatiorary random walk
Presenter: Kai Lam, Chinese University of Hong Kong, China

Signals perturbed by random noise are often difficult to jotgmtecisely even with prior statistical knowledge on taedomness.
There is a lower limit on the prediction error variance boeohdy the intrinsic variance of the original random noisecpss.
However, signals with deterministic characteristics sastan autogressive (AR) model specification, can be beteliqied if
information of the specification is available a priori or daestimated effectively. Minimum-variance predictordahtattain
the lower limit are readily constructed. Financial timeisgbelong to an important class of random walk signals whieh
nonstationary (i.e., with non-constant or drifting meanjl gossess strong random and deterministic characterisiicthis
paper, we demonstrate how to use nonstationary time seoi@sa deterministic autoregressive model of a random psoeéh
either a continuous normal or t distribution, skew-normaskew-t, discrete uniform or Bernoulli distribution, foomstructing
effective minimum-variance predictors to attain the lovimit. Similar results on the attainable error variance @lé&ined for
different distributions, thus indicating a precise prabstic knowledge of the noise process is not required. Tiséogram of
the prediction error is also found identical with that of tireginal random noise process.
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C219: FTSE-100 volatility index (V-FTSE) and volatility risk pre mium
Presenter:  Yue Peng Essex University, UK
Co-authors: Sheri Markose

Since the introduction in 1993 of the market traded optioplied volatility index, VXO, for the 30 day SP-100 returnsich
volatility indexes have become a major instrument for asagsstock market volatility and also in the pricing of vdiat swap
derivatives for hedging market risk. The volatility riskgonium, if positive, is the payoff to a holder of a volatilitywap and

it is the difference between the realized historical viitgtand the volatility swap rate which is the expected readi volatility
under the risk neutral measure. Recently, Euronext lauhthe V-FTSE volatility index for the FTSE 100 based on the so
called model free method. As only a finite number of strikeg@siare available on the FTSE-100 options, the model freleadet
leads to an over estimation bias in the V-FTSE. We proposer attethods for the construction of the volatility index. $ae
include an advance on the model free method based on inatigoa in the implied volatilities at different money-ndseels of
the options and also the implied volatility index derivedrr the Generalized Extreme Value(GEV) risk neutral densityon
pricing model. The latter flexibly includes the fat tailechbgiour of stock returns. The Black-Scholes implied viditstis also
used as a bench mark. We find that the volatility indexes frioenimterpolation method and the GEV option pricing model
perform better than the Euronext V-FTSE for forecastindjzed volatility.

C323: Statistical inference for the multifractal random walk model
Presenter: Cristina Sattarhoff, University of Hamburg, Germany

This paper improves the Generalized Method of Moments (GMBt)mation procedure for the Multifractal Random Walk
model by Bacry and Muzy, by means of an optimal iterated GMbirestor. The moment conditions are given by the lags of the
autocovariance function of the model. The weights of the mrmmonditions are based on the asymptotic covariancexmdittie
sample moments, which we estimate using an heterosceataatid autocorrelation covariance matrix estimator. Timpleyed
GMM estimator performs well in finite samples. We report witlthe scope of a Monte Carlo study normally distributed
estimates for the intermittency coefficient and the vamgawih small empirical bias and empirical MSE. Yet the estesdor

the decorrelation scale are only satisfactory in the casewiparatively large sample sizes. We apply the MultiflaReEndom
Walk to the daily DAX values over the past 50 years. The eschintermittency coefficient suggests that the DAX values a
multifractal, whereas the estimated decorrelation scajgies that the DAX logarithmic increments are dependen&years.

C218: Credit rating migration in the presence of business cycles
Presenter: Fei Fei, City University London, UK
Co-authors: Ana-Maria Fuertes, Elena Kalotychou

Credit migration matrices play a major role in risk managenapplications. The conventional discrete cohort and ftbze
estimation methods for rating migrations rely on the Marlod time-homogeneity assumptions which have been question
recently. Extant research documents time heterogeneigtiimg migrations and transition intensities that varyrabhe business
cycle (BC). By relaxing the time-homogeneity assumptibis paper proposes a novel approach that builds on the caoida
time Markov chain model to incorporate the effects of thamess cycle on credit rating transition probabilities. ihakadvan-
tage of a comprehensive US corporate bond ratings sampte26weears from Bloomberg, we compute BC-adjusted tramsitio
matrix estimates and compare them with simple benchmarhks.latter comprise cohort and hazard-rate estimates thédate
business cycles or account for them in a naive manner bytisglithe sample into expansions and recessions prior tmasti
tion. Our findings indicate that ignoring business cycleetf will lead to the underestimation of default risk. Thereamic
regime plays a critical role in estimating rating migratimatrices, although its importance decreases as the tinizohan-
creases. Bootstrap simulations reveal that the main effigigains of the proposed BC-adjusted hazard-rate apppetdin to
economic downturns.

C113: The role of country, regional and global market risks in the dynamics of Latin American yield spreads
Presenter:  Alena Audzeyeva University of Leeds, UK
Co-authors: Klaus R. Schenk-Hoppe

We analyze the joint impact of country, regional and globatket risks on weekly changes in yield spreads of Mexicop@dlia

and Brazil. In contrast to previous studies, we considemadgenous set of liquid Eurobonds which are representativercent

emerging bond markets. All risk-factor groups are significéhough relative importance is country-specific. Meldspread
is mainly driven by global risk while country risk contritast 40% to the explained variance for Colombia and Braziltlaro
40% stem from regional risk for Colombia and global risk faaBil. The sensitivity of spread changes to risk factorsegawith

bond maturity.
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ESO04 Room9 LATENT VARIABLE AND STRUCTURAL EQUATION MODELS Chair: Gil Gonzalez-Rodriguez

E053: Critical values for testing an endogenous dummy variable ira bivariate probit model
Presenter: Johannes JaenickeUniversity of Erfurt, Germany

This paper analyzes the size distortions of the Wald tesbimagiate probit model with an endogeneous dummy varidbseng
Monte Carlo simulation techniques, we find severe size distts of the Wald test in small samples, declining with aasing
sample size. The size of the test statistic is significarffigcted by the correlation between the two decision equatidrhe
behavior of the simulated critical values is summarizedhwdgisponse surface functions.

E106: Weak identification in probit models
Presenter:  Joachim Wilde, University of Osnabrueck, Germany

Probit models are by now widely used in applied econometiisin linear models, one or more explaining variables might
be endogenous. This problem can be solved by using insttameriables. The resulting estimates can be used to eddcul
test statistics for the parameters of the model. Howevelingar models it is well known that weak instruments may eaus
considerable size distortions. Wald-type tests like thealstests and F-tests are especially vulnerable to tlablem. In
probit models a single parameter hypothesis is usuallgdedsy the so-called z-test, i.e. the ratio of a consistemnest and

its asymptotical standard error. This is a Wald-type teber&fore, big size distortions can be expected. Neverbelbe topic
seems to be largely a white spot in the literature. Therefdter some introducing remarks, a simulation study isquresd that
analyzes the problem for different hypotheses and diftemagnitudes of endogeneity. For ease of exposition a bipiaokit
model is chosen. It is shown that there are considerabledg@iartions if the magnitude of endogeneity is large. Tfares the
usual test results might be rather misleading. It is coredudith an outline of possible solutions of the problem.

E158: Structural analysis of linear mixed models with measuremeterror
Presenter: Ruggero Bellig University of Udine, Italy
Co-authors: Michela Battauz

The estimation of linear mixed models with covariate measu@nt error is particularly challenging when the mismeagur
covariate enters the random part of the model. An importamstance is given by random slope models, with random effect
associated to the mismeasured covariate. Another imgactse is semiparametric modelling of the effect of the datar
measured with error, that can be formulated as a linear mmadkl by following the mixed model approach based on pesdlis
splines. In this work, we propose a structural approach fessurement error modelling, where a normal distributi@ssimed
for the true unobserved covariate. Suitable algorithmgaoposed for obtaining the maximum likelihood estimatemofiel
parameters. In particular, for random slopes we providemgls algorithm, requiring only one-dimensional integvati For
semiparametric regression, the solution proposed is lasede-dimensional Monte Carlo integration of the measerdrarror
and the Laplace approximation for integrating out the ramédfects.

E215: Dynamic structural equation model for spatial lattice data
Presenter: Pasgaule Valentinj G. d’Annunzio University, Chieti-Pescara, Italy
Co-authors: Mauro Coli, Lara Fontanella, Luigi Ippoliti

The modeling of data resulting from dynamic processes @wpin both space and time is critical in many scientific fiddsh as
economics, sociological studies and environmental seni€actor analysis has previously been used to model iawgtie spa-
tial data with temporal behavior modeled by autoregressivaponents. So far the main developments in the literabmesed
on simple factor analysis model without causal or stru¢tgiationships between latent variables. We propose aivatilite
model which is able to capture the main dynamical interastiamong a set of aggregate and regional quarterly banklesia
described in the Reports of Income and Condition (Call Rspdor all U.S. commercial banks. Specifically, we consider
dynamic simultaneous equation model with latent variaiMeich is a generalization of the static structural equatiadel with
latent variables. The novelty of our proposal is twofoldtsEiat any given time some multivariate measurements flboba
served locations are grouped together. Second, the sdapahdence is modeled by parameterizing the spatial fladings.
The model is estimated in a unified computational framewgrkising Markov chain Monte Carlo (MCMC) methods.
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ES13 Room 10 MODEL VISUALIZATION AND INTERPRETATION Chair: Heather Turner

EO044: Model visualisation and exploration as graph traversal
Presenter: Catherine Hurley, National University of Ireland Maynooth, Ireland
Co-authors: R.W. Oldford

Visualisation is a key step in data and model exploratiomegally, statistical visualisation is about comparisdive. formalize
this using mathematical graphs where nodes are visualisatjects and edges represent comparisons of interess. réjm
resentation assists in constructing visualisation lag,owhich are then simply graph traversals. Typically, lagoof interest
correspond to hamiltonians or eulerians of the mathemagieah. When some comparisons are more important than others
use graphs with weighted edges and weight-driven travetsalonstruct visualisations which focus on these impodampar-
isons. In this presentation, we explore applications toeheidualization and exploration, including a new display pairwise
comparison of treatment groups, and model comparisongjiwste regression.

E175: Profiling the parameters of models with linear predictors
Presenter:  loannis Kosmidis, University of Warwick, UK

Profiles of the likelihood can be used for the constructionaffidence intervals for parameters, as well as to assetssdeaf
the likelihood surface such as local maxima, asymptotes, which can affect the performance of asymptotic procesiuin
this respect, the profile methods of the R language (statd/ef8iS packages) can be used for profiling the likelihood fiamct
for several classes of fitted objects, such as glm and poireder, often the likelihood is replaced by an alternativigotive for
either the improvement of the properties of the estimatoipiocomputational efficiency when the likelihood has a ctiogted
form. Alternatively, estimation might be performed by g set of estimating equations which do not necessarilyespand
to a unique objective to be optimized (for example, quastihood estimation). In all of the above cases, the consbtm of
confidence intervals can be done using the profiles of apiatepsbjective functions in the same way as the likelihoaxfifas.
We present the profileModel R package, which generalizesdpabilities of the current profile methods to arbitraryerus
specified objectives and, also, covers a variety of curnedfetentially future implementations of fitting procedaitbat relate
to models with linear predictors. We give examples of howthekage can be used to calculate, evaluate and plot theggrofil
the objectives, as well as to construct profile-based comfigléntervals.

E157: Extended quasi-variances
Presenter: David Firth , University of Warwick, UK

Model summaries that use quasi variances provide an ecoabroute to approximate inference and graphical presentat
situations where the estimable parameter combinationsogrteasts. We show how the quasi-variance notion can beliysex-
tended in various ways, in particular to cover situationgsglarbitrarily scaled or rotated contrasts are of intefidse definition,
computation and graphical display of such generalizediguaigmnce summaries will be discussed, with real-datargtas.

ES29 Room3 FuUZzzY STATISTICAL ANALYSIS 1 Chair: Giulianella Coletti

E046: Credit scoring analysis by a partial probabilistic rough s¢ model
Presenter: Andrea Capotorti, University of Perugia, Italy
Co-authors: Eva Barbanera

Credit scoring analysis is an important issue, even moreadaws that a huge number of defaults has been one of the main
cause of the financial crisis. Amongst the many differentstased to model credit risk, recently Rough Set has shown its
effectiveness. Furthermore, original rough set theorydegs widely generalized and contaminated by other unocegasoning
approaches, especially probability and fuzzy set theohiethis paper we try to conjugate Fuzzy Rough Set with Cattdpartial
Conditional Probability Assessments. In fact this last sldths been shown to be a powerful tool to unify different utadety
reasoning approaches. In particular, we propose to encgsyggerts partial probabilistic evaluations inside a gahdecision
rule structure, with coherence of the conclusion as guidelin line with Bayesian Rough Set models, we introduceibilégt
degrees of multiple premises through conditional proligtalssessments. Discernibility with this method remaimghaw too

fine to reach reasonable graded classification rules. Heaqaopose to coarsen the partition of the universe U by ebmrica
classes based on the arity of positively, negatively andraltyirelated criteria. We will use data related to a sangflérms in
order to build and test our model.

E083: Fuzzy similarity in statistical analysis: choosing a measte on the basis of a qualitative point of view
Presenter:  Giulianella Coletti, UPMC-CNRS, France
Co-authors: Bernadette Bouchon-Meunier, Marie-Jeanne Lesot, Maifigi Ri

Similarity is a key concept for many problems in statistiaahlysis and also in fuzzy statistical analysis. Neveetelhe
choice of the best measure of similarity in a particular fesrark is an open problem. We propose to study fuzzy simylarit
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measures from the point of view of the ordering relation timeljice on pairs of objects. Using a classic method in measeme
theory, introduced by Tversky, we establish necessary affidient conditions for the existence of a specific numenicaasure,
or a class of measures, to represent a given ordering melatepending on the axioms this relation satisfies. Theedstds
particularly focused on different conditions of indepemci More precisely, we obtain two kinds of equivalence sdasof
similarity measures: the first one is given by measures septing the same ordering relation, the second, roughfémjtae of
equivalence is given by the measures representing ordararh not exactly identical but that possess the same piepand
satisfy the same axioms. This definition permits to pointtbatactual rules we accept when we choose one particularumgeas
of similarity and to make explicit underlying requirementsthe induced order.

EO81: A generalized Bayesian inference in building a female avatastarting from crisp and fuzzy information
Presenter: Osvaldo Gervasj University of Perugia, Italy
Co-authors: Sergio Tasso, Gianni Donati

We present a web application that allows to model a femal@airaterms of body aspect and measures, initially infefreoh

few fuzzy information provided by the user, and optimizegdlging some regional statistical information. A set of slid allows

the user to model the body aspect, in order to obtain the mitabdée representation of the female avatar, accordinggaser’s
likelihood. The application is made representing the wirtworld of the female avatar using X3D, The user is alloweditto
the avatar using a set of sliders that through Ajax3D is ablmadify in real time the body representation. Presently amle
character of the female face is available for which a set sfamizations are available (skin colour, eyes colour, leaigth). The
selected fuzzy approach is based on the interpretatioreahmbership functions in terms of coherent conditionababdity:

we choose min and max as T-norm and T-conorm and procedkeeBdiyes for choosing the most probable elements of data-
base and for updating membership functions, on the baskeafrisp and fuzzy information. The used model allows to rgana
also partial assessments both for probability and for meshige function.

E068: Generalized Bayesian inference in a fuzzy context
Presenter: Barbara Vantaggi, University La Sapienza, Italy
Co-authors: Giulianella Coletti

We deal with a generalized Bayesian inference proceduestalphanage partial fuzzy information, partial probabitityd possi-
bility assessments. We start from the interpretation ozayisubset of the randg(X) of a variableX, as a coherent conditional
probability assessmeR(E(g)|X = x), where g is a property ok andE(g) the (Boolean) event You claim that X is g. Some
time can be interesting to know the probability of the coiodidl eventX = x|E(Qg), for instance to find among the elements of
a database the most probable under the hypotl&sgis If a probability distribution on the evend$ = x is available, then we
can easily compute the probability B{g) and so, by Bayes formul®&(X = x|E(g)). Nevertheless in real problems our infor-
mation about the probability of the elementsQX) can be partial, that is we can only have at our disposal ongsaassment
on arbitrary family of its subsets. Moreover we can have figha values of the membershR(E(g)|X = x), but only some
valuesP(E(g)|B), with B belonging to an arbitrary family of subsets®fX). In this cases we need to check coherence of the
assessments and then to compute its coherent enlargentetu tife eventX = x|E(g).

ES39 Room6 ROBUST ANALYSIS OF COMPLEX DATA SETS 3 Chair: Stefan Van Aelst

E203: Diffusion driven empirical Bayes estimation of high-dimersional normal means vectors
Presenter: Pierpaolo Brutti, LUISS Guido Carli University, Italy

In this work we consider the problem of estimating independmd possibly high-dimensional normal means vectors in a
sparse empirical Bayes framework that glues together at@sanifold-modeling technique called diffusion mapshaxtmore
classical concept of sparsity based on the assumption tbst ofi the unknown coordinates of model parameter are dgtual
0. More specifically, for the vector valued parameter ofrieét we adopt a mixture prior composed by an atom at zero and a
completely unspecified density for the non-zero compon&he novelty of the proposed method is the way we use the data
to implicitly drive the prior specification through a (weighl/iterative) quantized diffusion density estimator lné tmarginal
distribution. In this way, depending on the actual struetof the data at hand, we are able to reach a balance betweemothe
complementary approaches to sparsity mentioned above.

E174: Clustering of categories in multiple regression with categrical predictors
Presenter: Jan Gertheiss Ludwig-Maximilians-University Munich, Germany
Co-authors: Gerhard Tutz

The challenge in regression with categorical predictoteashigh number of parameters involved. Common shrinkinthous
like Lasso or Elastic Net, which allow for selection of pretdrs, are typically designed for metric predictors. Ifépéndent
variables are categorical, selection strategies shouldaked on modified penalties. For categorical predictoaites with
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many categories a useful strategy is to search for clusterategories with similar effects. The objective is to regltive set of
categories to a smaller number of categories which formeiss The effect of categories within one cluster is suppdsde
the same, but responses will differ across clusters. Intdtistwo L1-penalty based methods for factor selection duastering

of categories are presented and investigated. The firsbagipiis designed for nominal scale levels, the second ormrdanal

predictors. All methods are illustrated and compared irugition studies, and applied to real world data from the Mhment
standard.

E128: Robust regression with optimisation heuristics
Presenter: Enrico Schumann University of Geneva, Switzerland
Co-authors: Manfred Gilli

Least Squares (LS) has appealing theoretical and numermaérties for estimating the standard linear regressiomvever the
LS estimates are often unstable in the presence of outiiere.approach to deal with such extreme observations is fiieation

of robust or resistant estimators, like Least Quantile dfig@gs (LQS) estimators. Unfortunately, for many such mdtiéve
estimators, the optimisation is much more difficult thanhe LS case, as the objective function is not convex and ofésn h
many local optima. We apply different heuristic methode Iikfferential Evolution, Particle Swarm and Threshold &pting

to obtain parameter estimates. These methods are veryl@edl thus allow to estimate models under different optitios
criteria, like LQS or LTS. The main purpose of the study iséampare the convergence behaviour for the different opétita
techniques for increasing amounts of computational ressufiterations). We also stress the importance of invetitig jointly
the quality of the solution with respect to the optimisatiery., the quantile of squared residuals associated witluian), and
with respect to the actual aim (e.qg., identifying outliers)

E177: Robust smoothing with asymmetrically distributed errors, with applications to functional data analysis
Presenter: Matias Salibian-Barrera, University of British Columbia, Canada
Co-authors: Liangliang Wang, Nancy Heckman

Consider a stochastic model for functional data where eawnttibn is a realization of a (typically Gaussian) stoctegstocess.
Such a model can also incorporate additive measurememsatreach of the observed points which is desirable in maaiy re
life applications. The recently proposed PACE method téquer inference for (potentially sparse) functional dathased on a
smooth estimator of the covariance function of the assumeenlying stochastic process. This estimate smooths theredd
point-wise covariances, whose expected values are theedesivariances, and then interpolates them smoothly f@ron-
termediate times. Not surprisingly, this approach is higignsitive to the presence of a relatively small proportibatypical
observations (either entire curves, or individual poiriteig a curve). Motivated by an application to detect ouslieer atmo-
spheric data using PACE, in this talk we discuss a modifinaticrobust smoothers (focusing on local polynomial methéais
the challenging case of a model with asymmetrically disteld errors (as it is required to compute the smooth estiofatee
covariance function mentioned above).

CS28 Room 7 CONDITIONAL MODELS OF RETURN AND RISK Chair: Giovanni Barone-Adesi

C099: The time-varying prediction of successful mergers
Presenter: Giuseppe CorvasceSwiss Finance Institute Lugano, Switzerland
Co-authors: Giovanni Barone-Adesi

The dynamics of the physical probability for firms that uridke a stock swap merger is developed through a simple model.
Using a sample of 1090 deals from 1992 to 2008, we show hove pnicvements in target stock prices are informative of the
success or failure of a stock swap merger and how movemehidder stock prices are informative at the beginning of thald
period. Without any assumption on the convergence of tlyetatock price to the bid offer, our results share the firglofgthe
previous literature. According to our results bidder amgeamovements represent the thermometer of a deal status.

C105: A stochastic model for hedging electricity portfolio for an hydro-energy producer
Presenter: Rosella Giacomettj University of Bergamo, Italy
Co-authors: Maria Teresa Vespucci, Marida Bertocchi, Giovanni Bardwiesi

A stochastic portfolio model for a hydropower producer agpieg in a competitive electricity market is discussed. phe-
folio includes its own production, a set of power contractsdelivery or purchase including contracts of financialunatas
forwards/futures to be able to hedge against risks. Theafasding such a model is to maximise the profit of the produoer a
reduce the economic risks connected to the fact that eneigy may be highly volatile due to various different, unpotable
reasons (i.e. very cold winter) and to the possibility of dqubof scarcity of raining or snowmelting.

ERCIM WG on Computing & Statistic® 78



Saturday 31.10.2009 08:45-10:20 CFEO09 & ERCIMO09 Paraksk®n J

C123: Atime-additive regime switching volatility model
Presenter: Antonietta Mira , Universita’ della Svizzera Italiana, Switzerland
Co-authors: Reza Solgi, Giovanni Barone-Adesi

The purpose is to build a time-additive volatility modelald capture the main stylized facts observed in financiat geries.
We also want a model easy to interpret and parsimonious. Tdia problem with available diffusion models is that they
produce volatility smiles that are too smooth to fit priceghia index option market. Because of this empirical limgatseveral
authors have introduced diffusion-jump models. Some GARftlels are flexible enough to fit the data, however GARCH
models suffer of two drawbacks that limit their use for risamagement applications. First, they are discrete modelscannot
generally maintain the same form over different time scaerond, GARCH parameter estimation is often complicayeithé
collinearity issues. We propose to investigate the pdgsiloif mitigating these problems by simplifying the destion of the
stochastic process driving market volatility. We assuna tolatility changes between discrete levels only. Charage driven

by the past history of returns. The function linking the gastory of returns to the auxiliary time series that will eiehine the
state of the market takes, as input, the square of negatiwege The model parameters are estimated using maximetihidod.

We compare the predictive performance of this model with ¢fighe corresponding Bayesian model estimated via MCMC. In
particular we use powerful adaptive MCMC methods that haentrecently developed.

C373: Quantitative ambiguity models on the space of measures andility optimization
Presenter: Charalambos Charalambous University of Cyprus, Cyprus

An abstract setting ambiguity models via relative entropg #otal variation distance on the space of measures is fatetl
These models codify the notion of robustness associatédumitertainty of stochastic systems. Ambiguity models thase
relative entropy give rise to a utility expressed in termsheffree energy of statistical mechanics. On the other reamjguity
models based on total variation distance are shown to btedeta linear combination of infinity norm and L1 norm, while a
candidate measure which corresponds to the infinity norroristcucted from the class of tilted probability measurgse am-
biguity models are then applied to minimax optimization tokchastic systems governed by controlled Ito stochadffierdntial
equations.

CS42 Room4 MODELLING FINANCIAL TIME SERIES Chair: Paolo Foschi

C216: Regime-Switching modelling of globalization analysis inriternational stock markets
Presenter: Nuno Ferreira, ISCTE-IUL, Portugal
Co-authors: Rui Menezes, Diana Mendes

Several experimental research showed that stock marlsgtkagdiperiods of marked turbulence and exhibit extremeegainore
often than one would expect if the series were normally ithisted (fat tail property). In this context, in order to legttinderstand
this phenomenon, it was developed, between others, theaM&Wwitching Model. Nowadays, this kind of models has attaich
much attention in financial and economic modelling, sinceple empirical evidence has been gathered for both nomitgea
and structural changes in the dynamic properties of mangrebd time series. We employ a smooth transition autorsiyes
(STAR) model in order to investigate cyclical behaviour tdck returns in five international stock markets. In the lasi
decades much attention has been related to modelling thibticoral variance. However a point which needs to be stbiss
that an adequate modelling of the nonlinear dependenceiodhditional mean is hecessary in order to avoid misspatidit
of the conditional variance model. The results clearly skiwat the stock markets are characterized by the presenambhear
patterns. These findings have important implications fopieigal finance, investment decisions, pricing of finandiefivatives,
portfolio optimization, and cross-market transmissionatility.

C226: Estimation of a stock market return function with significant ARCH effects
Presenter: Diacos Panayiotis Intercollege, Limassol Campus, Cyprus

A dynamic specification which we employ for the study of theations in stock market returns in Cyprus is presented.s30 a
account for the high volatility in the variance of the inntigas, in the regression framework we incorporate an ARGt @ss.
Then, using monthly time series observations, we estinfeegparameters of the model. The results support a dependence
between current and past real returns in the mean equatiba significant relation between current and past squarédliads

in the variance equation. Finally, various conclusionsadgse derived by comparing the historical return series hadstimated
variances of the sample.
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C169: Estimation of a time-varying GQARCH-M Model
Presenter:  Sofia Anyfantaki, Athens University of Economics and Business, Greece
Co-authors: Antonis Demos

Time varying GARCH-M models are commonly used in econorogtaind financial economics. Yet, no exact likelihood analysi
of these models has been provided so far. The analysis ofeavtrying GARCH-M model becomes substantially complidate
since the log-likelihood of the observed variables can mgyéw be written in closed form. The main modern way of cagyin
out likelihood inference in such situations is via a Markdnainn Monte Carlo (MCMC) algorithm. Unfortunately a regedtie
consequence of the path-dependence in volatility is tlatdstrd MCMC algorithms will evolve i®(T?) computational load,
whereT is sample size. In this context, we suggest using the MCM®@rahgn which allows the calculation of a classical
estimator via the simulated EM algorithm, or a simulatedé3agn solution in onl¥D(T ) computational operations . The crucial
idea is to transform the GARCH model into a first order Markowd®l. We outline our model and the estimation problem
that arises from the fact that we have two unobserved presesghe application of this method —both classical and Bages
estimation— for weekly returns from three major stock mexlkefinally illustrated.

C130: Analyzing and exploiting asymmetries in the news impact cwe
Presenter:  Sven Christian Steude Universtiy of Zurich, Switzerland
Co-authors: Jochen Krause, Marc Paolella, Markus Haas

The recently proposed class of mixed normal conditionakeketkedastic (MixN-GARCH) models couples a mixed normal
distributional structure with linked GARCH-type dynamidshas been shown to offer a plausible decomposition of tmer
butions to volatility, as well as admirable out-of-samplesicasting performance for financial asset returns. TheNM&ARCH
model assumes constant mixing weights. Different spetidica with time—varying mixing weights are considered. &ntizular,

by relating current weights to past returns via sigmoid oesg functions, an empirically reasonable representafitime news
impact curve with an asymmetric impact of unexpected restiotks on future volatility is obtained, and large gainseimris of
in—sample fit and out—of—sample VaR forecasting performaan be realized.

CS44 Room 8 ASSET PRICES AND MACROECONOMICS Chair: Willi Semmler

C008: Credit economic capital and high performance predictive amlytics
Presenter:  John Angus Morrison, Asymptotix, Belgium

The Economic Capital, i.e. the amount of capital which a Raia Institution needs in order to survive in a worst casnstio

is considered. Calculation of economic capital is no loregeracademic exercise. The Credit Crunch (CC) has seen Centra
Governments pumping fresh capital into the banks which wierarly undercapitalized. One of the primary causes of ttesliC
Crunch (CC) was the failure to comprehensively computeaagktal in issued structured instruments. These prodacisat be
abandoned entirely since that would send the wider econ@uly to a prehistoric wilderness. Computation of Economigitah

is complicated and has remained in the academic domainthieuSommunity aspect of Open Source is eminently applicable
to engender economic capital computation into bankingkBeyneeds Open Source now. R or the R-Project is an openesourc
programming language for statistical computing suppoitetthie commercial domain by REvolution Computing. REvaati
Computing in commercializing the economic capital modgjimocess has brought a further innovative developmentetdhti
modeling of Economic Capital. REvolution has expertiseefivering High Performance Computing (HPC) solutions s
High Performance Open Source approach which can commieece&donometrics in the socially necessary way requirealytod

C303: Structural change detection and the predictability of returns
Presenter: Vijay Vaidyanathan, EDHEC, United States Of America
Co-authors: Daniel Mantilla-Garcia

In spite of the intense stream of research on stock retudigiadility, the evidence remains controversial and dgigensitive
to the choice of predictive variables, dataset, and timegdsr While some studies show that return predictabilityitsdack
reliability and robustness, others researchers belieateréturns are predictable. In order to reconcile thesergiffces, recent
research has shown that return predictability is much mooequnced in certain sub-periods than it is over the entrg-p
war period. Using the Bai-Perron technique, recent rebefimds that adjusting for structural breaks in the predigtmable
significantly improves the returns predictability evident/nfortunately, the Bai-Perron technique requires thigestime series
in order to detect breaks, which limits its usefulness fai-tene out-of-sample returns forecasting. Further, ttecedure does
not lend itself to estimating the probability of a changenp@it each point in time. Therefore, we examine the appliityloif
two alternative approaches to change detection in retuatigiability. First, we test a Bayesian approach change pletection
algorithm. Next, we investigate the performance of reaktithange detection algorithms. We show that these two agipesa
could provide different insights to the returns predidigbpuzzle. The analysis uses publicly available package¢s.
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C302: Modelling dynamics of aggregate consumption for Lithuanianeconomy
Presenter: Audrone Jakaitiene, Institute of Mathematics and Informatics, Lithuania
Co-authors: Antanas Zilinskas, Julius Zilinskas

Household consumption accounts for about 65% of spendingtlimania. Therefore it is important for macroeconomists t
be able to explain the determinants of consumer spending wiall-specified consumption function. In Lithuania the lgsia

of household consumption is relatively scarce. Typicaimsumption is an integral part of a larger structural mamwaemic
model and there is one recent publication devoted only femtiedelling of consumption. Specifically it uses consumpte

the error-correction type of model. The results are quibselto the general ideas of Friedman’s permanent incometnggis.
Here, we model household consumption from the perspectitteeanodern representative agent-based approaches. htbdse
chooses a stochastic consumption plan to maximize the tsgealue of their time-additive nonlinear utility funaticubject to
asset budget constraint. This multi-period problem carobesd by using the Bellman equation. The first order conditgothe
Euler equation which is typically estimated using the gaherethod of moments. We employ numerical methods to compute
equilibrium. Empirical analysis is conducted using qudytkithuanian data covering period from year 1995 to 2008.

C191: An econometric model of international asset prices and maceconomic dynamics
Presenter: Jan Bruha, Czech National Bank, Czech Republic

This paper formulates and estimates a two-country modeaitefriiational asset prices and macroeconomic latentblardy-

namics. The representative agent in each country is endaitlea pricing kernel depending on the latent variables. agent
uses the kernel to price the assets so that the asset yidddthicountries satisfy the non-arbitrage condition. Thehaxge-rate
dynamics are then based on the return parity of any asseg ifvthcountries. For estimation purposes, the model is ftated

as a state-space model and is estimated on monthly Czecime@etata. Two alternative formulations of the driving mdoe!

latent variables are compared.

CS46 Room5 ECONOMETRIC APPLICATIONS Chair: Reinhard Neck

C306: Pairwise likelihood for missing data treatment in VAR models
Presenter: Luca Grassetti, University of Udine, Italy
Co-authors: Giovanni Fonseca

In the last two decades the missing data issue in multietiate series models has played a central role in the econiemet
analysis of micro and macro economic data. Solutions in thie space model context have been developed but alternativ
methods have also been proposed in the classical likelii@mdework. The present work aims at applying the composite
likelihood approach to the vector autoregressive (VAR) el@stimation in presence of partial and sparse missingregssns.
Usually, the application of composite likelihood methodt®sto avoid computational issues for full likelihood. IretvAR
context, the application of composite likelihood can beulder estimating more complex cases, as, for instancerbskedastic
and regime-switching models. Moreover, pairwise liketil@an present some further valuable advantages. In faatptmmon
approaches can suffer a lack of estimator efficiency whegingsiata are present. For example, the skipping algorithmaiders

as fully missing the partially observed vectors in time. Tlaérwise approach partially recovers lost informationdwese the
single likelihood components are substituted by consideai cross-sectional pairwise version. The proposed méthsdeen
validated considering a simulation study and an applicatichistoric agricultural market data has been developed to

C271: Where is an Oil shock?
Presenter: Michael Owyang, Federal Reserve Bank of St. Louis, United States Of America
Co-authors: Kristie Engemann, Hoawrd Wall

Previous studies have concluded that the effect of oil shookthe U.S. economy are asymmetric, that is, increasespnices
adversely affect economic activity but decreases in odgghave no effect. We test the veracity of these resultg stite-level
data and find that, while oil shocks may indeed be asymmétiealirection and magnitude of the asymmetry varies actagsss
In particular, states which have a large energy producictpsexperience a rise in economic activity when oil prides.r On
the other hand, states which have a large manufacturingrseqberience a boom when energy prices fall.

C257: Monthly labour force survey time series, seasonal adjustmerand reconciliation
Presenter: Riccardo Gatto, Istat - Italian National Institute of Statistics, Italy
Co-authors: Tommaso Di Fonzo, Marco Marini

The ISTAT (Italian National Institute of Statistics) is gtag the diffusion of monthly data from the Labor Force SyvThere
will be auxiliary results while the quarterly figures wililsbe the main output of the survey. The methodology has Istedied
in order to respect the perfect consistency between moatidyquarterly data. Seasonally adjusted data will be reteasthe
same time and, wishing to preserve the consistency propktitg raw data, a double constraint problem arises: conteamgous
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constraints must be imposed for the coherence among thggiesgated series and their more reliable aggregationgaesh
constraints must be imposed for the coherence between théhlwand the more reliable quarterly series. Some recemistep
reconciliation procedures are applied here, accordinghiiwthe single series are temporally benchmarked at thestiep,

and then balanced in the second step. The results will beateal in terms of both adjustments to the levels and movement
preservation performances (i.e., impact on the growttsraft¢he non-reconciled series).

C267: Stochastic control of econometric models for Slovenia
Presenter: Reinhard Neck, Klagenfurt University, Austria
Co-authors: Dmitri Blueschke, Viktoria Blueschke-Nikolaeva

We present a new version of the algorithm OPTCON for the cgitzontrol of nonlinear econometric models. It can be agplie
to obtain approximate numerical solutions of control peoh$ with a quadratic objective function for nonlinear egoetric
models with additive and multiplicative stochastics. Tlesvrversion was programmed in C# and allows for determinéstid
stochastic control, the latter with open-loop and pas®eerling information patterns. We demonstrate the appligabf the
algorithm by some policy problems using two versions (adm&nd a nonlinear one) of a quarterly macroeconometric mode
for Slovenia. This shows the convergence and the practsedliness of the algorithm for some problems of stabilarapolicy
under small-sized econometric models.

CS51 Room1 FORECASTING, HEAVY TAILS AND NON -STANDARD INFERENCE 2 Chair: Lynda Khalaf

C094: Weak identification and confidence sets for covariances bewen errors and endogenous regressors
Presenter:  Firmin Doko Tchatoka, University of Montreal and University of Sherbrooke, Cdaa
Co-authors: Jean-Marie Dufour

In this paper, we focus on structural models and propose t&-famd large-sample projection-based techniques fodibgil
confidence sets for the endogeneity parameter betweers emdrregressors allowing for the presence of weak ideritdita
First, we show that the procedure is robust to weak instrasreamd provide analytic forms of the confidence sets for eadeity
parameter. Second, we provide necessary and sufficienttiomsdunder which such confidence sets are bounded in finite-
and large-sample. Finally, after formulating a generahgstptic framework which allows to take into account a poiisyof
heteroskedasticity and/or autocorrelation of model res&l we show that the procedure remains valid: this meaisittis
asymptotically robust to heteroskedasticity and/or anti@dation. Moreover, the procedure proposed can be usedeaest
(partial exogeneity test) to improve the estimation of &ueal parameters.

C098: Level crossing random walk test robust to the presence of stictural breaks
Presenter:  Alex Maynard, University of Guelph, Canada
Co-authors: Vitali Alexeev

We propose a modified version of the nonparametric levelsanggandom walk test, in which the crossing level is detaadi
locally. This modification results in a test that is robustutdknown multiple structural breaks in the level and sloptheftrend
function under both the null and alternative hypothesis kNowledge regarding the number or timing of the breaks igired.
A data driven method is suggested to select the extent obttadization based on a trade-off between finite sample pawer
size distortion in a proximate model.

C179: On robust M-estimation of the tail index
Presenter: Dieter Schell University of Konstanz, Germany
Co-authors: Jan Beran

A new robust M-estimator of the right tail index is introdd¢®ased on a Pareto type MLE. Consistency and asymptoticator
ity are derived. The estimator is robust with respect to atésis from the Pareto distribution at lower quantiles,lekeeping
a square-root-n rate of convergence. Simulations illtestitzat the new estimator outperforms classical methodsrfall and
moderate sample sizes.

CS59 Room 2 VOLATILITY MODELS AND APPLICATIONS Chair: Andreas Savvides

C295: Analysing hedge fund investments: evidence from a multivaate predictive Student-t full factor GARCH model
Presenter: loannis Vrontos, Athens University of Economics and Business, Greece

Extending previous work on hedge fund return predictahithis paper introduces the idea of modelling the condéiatistri-
bution of hedge fund returns using a Student-t full-factodtivariate GARCH model. This class of models takes intooacd
the stylized facts of hedge fund return series, namely bskedasticity and fat tails. For the proposed class of waritite pre-
dictive models, we derive analytic expressions for theescitre Hessian matrix and the Information matrix, which camused
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within classical and Bayesian inferential procedures tionege the model parameters, as well as to compare differedlictive
specifications. We propose a Bayesian approach for modgbadson because it provides posterior probabilities féfedint
predictive models that can be used for model averaging. €@arch design and analysis is motivated by the empiricdtieve
that accounting for model uncertainty and time-varyingac@nces improves our ability to construct optimal hedgelfport-
folios. We explore potential impacts of our approach by griat hedge fund strategies and show that it can be econtiynica
important.

C110: Decomposing realized variance: a point process of relevaptrice changes with long memory in volatility
Presenter: Ping Chen Tsaij Lancaster University Management School, UK

A simple, empirical-based approach to decompose Realiagdnte (RV) is proposed, with supportive theoretical argat and
empirical evidence. Under the proposed framework, RV &rpreted as a product of the intensity and variance of retquice
changes. Holding the variance aspect constant, statigifeaence on the event intensity is conducted, with the sptensity
described by Hawkes process. Empirical analysis on Spyerns in 2008 confirms strong performance of the model. An
attempt to track down the source of long memory is meritechieysimple decomposition of RV, and serves as starting point f
future research.

C162: Consistent and asymptotic normal parameter estimates fortechastic volatility models with leverage effect
Presenter: Gianna Figa-Talamanca University of Perugia, Italy

The problem in fitting stochastic volatility models to markiata is, essentially, that volatility cannot be directlyserved or
deduced from price observations. Thus, it is necessanyttoduce a procedure for filtering the volatility processfrmarket
prices. However, many of the approaches to the estimati@tochastic volatility models in continuous time, as thedifit
Method of Moments, the Indirect Inference and the Simuledimum Likelihood methods, do not need to recover the entir
time series for the variance/volatility. However, intergssimulations is a key ingredient in all these methodokgied the
major drawback is the computational effort. We introducéngpte procedure to estimate model parameters in a moniant-li
fashion without any computational effort, only relying doservations of the log-price. The algorithm is based ontlihdorems
available from our previous research and, by making useeo$thcalled delta-method, consistency and asymptotic aldaynof
the estimators is proven. Numerical examples are also gimestock indexes.

CO077: Stock market and foreign exchange volatility
Presenter: Maria Matsi, Cyprus University of Technology, Cyprus
Co-authors: Elena Andreou, Andreas Savvides

This paper investigates two-way volatility spilloversween the stock market and the foreign exchange market of d&um
of emerging economies during the period 1985-2008. In amdib the domestic stock and foreign exchange markets, the
model incorporates volatility spillovers from mature #tonarkets. A tri-variate VAR-GARCH(1,1) model with the BEKK
representation is estimated separately for twelve emgmggonomies: Argentina, Brazil, Chile, Colombia, Mexicenézuela,
India, Korea, Malaysia, Pakistan, Philippines and ThailaBvidence suggests that a two-way spillover does existdare of
these countries but for others the spillover is one-way. ihbkision of the mature market indicates that there exitatily
spillovers to most emerging stock markets and to the foreigphange markets of nearly all emerging economies. The time
period is divided into two sub samples: pre and post libeasibn. Evidence from the post liberalization period destates an
increase in volatility spillovers for some economies. Bplgmg the concept of shift contagion we find evidence oftshif the
transmission of volatility from the stock market to the figreexchange market and vise versa before and after thalib&tion

in almost all economies.
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ESO1 Room3 FUZZY STATISTICAL ANALYSIS 2 Chair: Thierry Denoeux

E052: Testing hypotheses as a fuzzy set estimation problem
Presenter: Glen Meeden University of Minnesota, United States Of America
Co-authors: Siamak Noorbaloochi

The concept of p-value or level of significance is widely ugegractice to measure the strength of evidence againstla nul
hypothesis. Although originally introduced by R. A. Fishbe usual formal justification comes from the Neyman-Peaarso
theory of testing which assumes a sharp break between thamdilalternative hypotheses. This makes little sense irt mos
scientific work. Here we argue that in many scientific appicces one should reformulated the problem as estimation of a
fuzzy membership function of the set of good or useful orriegéng parameter points. Rather than specifying a null and
alternative hypotheses one should choose a fuzzy mempdtsiition to represent what is of interest in the problemaatch

For standard testing situations sensible families of bssnembership functions are introduced. We show that thalysvalue

can be interpreted as estimating a particular membershigtitn. An example involving the mating behavior of chimpeas

is considered. We select a fuzzy membership function whiolwva one to measure how consequent the data is with a prdpose
theory. In this example standard statistical tests arecdlffto employ.

E114: A relational approach to stochastic dominance
Presenter: Bernard De Baets Ghent University, Belgium
Co-authors: Hans De Meyer

The notion of stochastic dominance is becoming increagipgpular in economics, finance, social statistics, degisiaking

under uncertainty, multi-criteria decision making, maehiearning, and so on. Stochastic dominance imposes alpandier
relation on a collection of random variables, simply by camipg their marginal cumulative distribution functions.ignores

the dependence structure and is intolerant for small wa@iatof this functional comparability. We have establishgohirwise
comparison method for random variables, based on bivatistigbution functions, obtained by coupling the margidiatribution
functions by means of copula. This copula is not expresdiegréal dependence, but has to be seen as a parameter of the
comparison method. This comparison results in a recipretation on the given collection of random variables. Th@sitivity

of this reciprocal relation can be expressed in the cyaesitivity framework, and depends on the copula used. Thisitivity

allows to identify appropriate cutting levels, which allewturn the reciprocal relation into a strict order relatidiis approach

can be seen as an alternative to the notion of stochasticdmce.

E112: On the use of Hilbert space tools to handle fuzzy random varibles
Presenter:  Gil Gonzalez-Rodriguez European Centre for Soft Computing, Spain
Co-authors: M. Angeles Gil, Ana Colubi

Fuzzy random variables (FRVs) in Pury and Ralescu senseatwsahmodels for handling imprecise data in Statisticsniadly
they are measurable mappings which associate each elefreeptabability space with a fuzzy set in a given space. Thege a
different approaches for developing inferential toolsftmzy random variables. One of the most promising and useéhinique
consists in embedding the considered family of fuzzy setse anclosed and convex cone of a Hilbert Space by considering
an appropriate class of distances. This embedding allovdetdify FRVs with Hilbert-valued random elements, whidfecs
many possibilities. On the one hand the statistical tooleldped for Hilbert-valued random elements can be used RMsF
and, conversely, the new advances for FRVs can also be usathlgre other classes of functional data. The aim of thikwor
is to introduce the mechanism linking fuzzy random varialaed Hilbert-valued random elements considering a versatiée
distance based on a mid-spread decomposition of fuzzy niemtie recently proposed Theta-distance. The usefulrfabgso
procedure in the development of tools for handling fuzzyadedm an inferential point of view will be illustrated by mesof
several examples.

E069: CECM : Constrained-Evidential C-Means
Presenter:  Violaine Antoine, Universite de Technologie de Compiegne, France
Co-authors: Benjamin Quost, Marie-Helene Masson, Thierry Denoeux

The aim of cluster analysis is to group objects accordingh&rtsimilarity. Some methods use hard partitioning, sose u
fuzzy partitioning and, recently, a new concept of pantitlmased on belief function theory, called credal partitioas been
proposed. It enables to generate meaningful represemgatiothe data and to improve robustness with respect toeositliAll
these methods are unsupervised ones, as the similaritgbptthie objects is determined using only a numeric desnipfi the
objects. However, in some applications, some kind of bamkga knowledge about the objects or about the clusters ikmbia
To integrate this auxiliary information, constraint-badsaeethods (or semi-supervised) have been proposed. A paypka of
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constraints specifies whether two objects are in the samst{Muok) or in different clusters (Cannot-Link). Moreoyeictively
selecting object pairs enables to get improved clustererfppmances using only a small number of constraints. Weqsze
here a new algorithm, called CECM, which combines belietfioms and the constrained clustering frameworks. We shaw h
to translate the available information into constraintd how to integrate them in the search of a credal partitione paper
ends with some experimental results.

E210: M-Estimators and advanced fuzzy clustering
Presenter:  Frank Klawonn, University of Applied Sciences Brunschweig/WolfenbaktGermany
Co-authors: Roland Winkler, Rudolf Kruse

Fuzzy clustering approaches use weights to assign datastecs. In standard fuzzy clustering, a parameter calleziffar is
introduced which leads to certain disadvantages that candreome by a more general approach replacing the powesforzm
of the fuzzifier by more general functions. We extend the stigations on standard fuzzy clustering in terms of M-eators
known from robust statistics and demonstrate that they hatter robustness properties than the usual fuzzifier.

E049: An evidential neural network classifier incorporating contextual discounting
Presenter: Vasileios Georgioy Universite de Technologie de Compiegne, France
Co-authors: Benjamin Quost, Thierry Denoeux

A novel neural network classifier is presented that consisigypical Multi-Layer Perceptron (MLP) and Radial BasisEtion
(RBF) neurons. A cluster of reference patterns (prototypeBacted from each class of the available data set is dered as
an item of evidence regarding the class membership of arn irgator. This evidence is quantified by RBF neurons in order t
measure the reliability of the MLP’s classification outplihe output of the RBF neurons is a vector of discounting facto that
each component corresponds to the reliability of the MLRdg@mmally on each element of the frame of discernment. Adity

to Smet’s Transferable Belief Model, the MLP’s output isregented by basic belief assignments on the elements ofaime f
of discernment and is combined using Dempster’s rule of ¢oation. Then, the contextual discounting operator is iegpio
the BBAs in order to decrease their influence according téetved that each source is considered reliable given thet ivgxtor.
Finally, the betting probabilities are calculated in orteobtain the final classification of an input vector. The afoentioned
classifier is applied on the problem of fault detection imway track circuits.

ES09 Room 10 MIXTURE MODELS Chair: Dankmar Bohning

E008: Population size estimation under the Poisson-Gamma model
Presenter: Irene Rocchetti, University La Sapienza, Italy
Co-authors: Dankmar Bohning

Estimation of the size of an elusive target population isrohinent interest in many areas in the life and social seéen©ur aim

is to provide an efficient method to estimate the unknown fagfmn size given the frequency distribution of counts qfeated
identifications of units of the population of interest. Thiginting variable is necessarily zero-truncated, sinté&eatified units

are not in the sample. We consider several application ebemim all of them the homogenous Poisson model is not apiatep
since it does not account for heterogeneity. The Poissons@amodel provides a flexible alternative. It was previousigd

in the development of the Chao-Bunge estimator. Here weidensatios of neighboring Poisson-Gamma probabilitiésyt
follow a linear relationship to the count of repeated idérdtions and occur as posterior means from a non-paranestiirical
Bayes approach a la Robbins. We propose a weighted logacittegression model to estimate the zero frequencies counts
assuming a Gamma-Poisson distribution for the counts. Ailddtexplanation about the chosen weights and a goodndis of
index are presented. We compared the results from the prdpestimator with those obtained through the Chao-Bunge one
The implications and limitations of such methods are diseds

E022: Some new estimators under a Poisson mixture capture probalily in capture-recapture experiments
Presenter: Krisana Lanumteang, University of Reading, UK
Co-authors: Dankmar Bohning

Methods are presented to derive some new estimators fonasip the size of a target population under capture-reccapx-
periments. These proposed estimators are developed hydaxgethe idea of Chao’s estimator using monotonicity ofbsabf
neighboring frequency counts under a Poisson mixture saghfstemework. The new estimators are developed as weigbted
gression estimators considering the log-ratio of neigimigdirequencies as dependent variable. A simulation teglawas used

to study the performance of the proposed estimators undbrhmmogeneous and heterogeneous Poisson capture pitybabil
Confidence interval estimation was done by means of the traptsnethod, and was found to perform reasonably well. An
application of estimating the number of drug users in BakgKuailand in the year 2002 was also examined in order totiks
the use of these methods.
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E021: Capture-recapture estimation of population size by meansfeempirical Bayesian smoothing
Presenter: Dankmar Boehning, University of Reading, UK

In this note we suggest a smoothed generalization of Zedtelsvestimator of the size of an elusive population. Thisrestbr is
often used to adjust for undercount in registration listse Zelterman estimator is defined as a version of the Holizmpson
estimator where a constant Poisson probability is used. ZEtierman estimator suffers under the fact that all unitgehae
same identification probability attached and it seems delgrto allow an estimator which allows for different prolhities of
inclusion conditional upon the number of repeated idemtiifa1s. The crucial question is how a unit specific Poissaarpater
can be estimated. We suggest to use an empirical Bayes &stiomathe basis of the Bayes theorem for Poisson counts.gUsin
the idea of nonparametric empirical Bayes one can achieestmator of the Poisson parameter without any knowledgkeof
pior distribution. Other approaches for estimating thempdistribution are possible including the Poisson-Gammastimating
the prior nonparametrically leading to the NPMLE of a disemaixing distribution. A simulation study compares thegfeent
approaches for choosing a prior distribution and presemtegesults.

E190: Capture-recapture with heterogeneous detection probabiiies
Presenter: Luca Tardella, Sapienza Universita di Roma, Italy
Co-authors: Alessio Farcomeni

We consider recent advances on capture-recapture modahNhich capture probabilities are allowed to be heterogare
The non-identifiability of conditional likelihood paranegization is overcome with the use of complete likelihooddzhon the
moments of the unobserved distribution of heterogeneaulsahilities so that the unknown population size can be ifiedtand
consistently estimated. We show the implementation of Mkfiates based on the identified moment parameters and cempa
their computational performance with respect to the finibetune parameterization.

E138: Clustering dependencies via mixture of copulas
Presenter:  Dimitris Karlis , Athens University of Economics and Business, Greece
Co-authors: Veni Arakelian

The impact of mixture models for clustering purposes hasicenably increased the last years. Nowadays there areateve
clustering procedures based on mixtures for certain typdata. On the other hand copulas are becoming very populdelso

in order to model dependencies. One of the appealing piepest copulas is the fact that they can separate the marginal
properties of the data from the dependence properties., Tieysallow for modelling dependencies in neat way. The psepf

our paper is to put together the two ideas so as to construttiras of copulas aiming at using them for clustering witpet

to the dependence properties of the data. We also desctibeaten using an EM algorithm based on the standard approac
for mixture models. A real data application in finance is utedlustrate the potential of our method. The idea is that th
dependencies between assets change over time and hergea usixture of copulas we can capture such changes. Moreover i
order to examine the factors that influence such changes e us@ of explanatory variables in the mixing probabilities

E151: Statistical and biological significance in gene discoveryyith an application to multiple sclerosis in Italian twins
Presenter: Marco Alfo’ , Sapienza Universita di Roma, Italy
Co-authors: Alessio Farcomeni, Luca Tardella

A robust model for detection of differentially expressedheg which directly incorporates biological significance,,ieffect
dimension is proposed. Using the so-called 2—fold rule &esform the expressions into a nominal observed randorablari
(three categories: within threshold, above upper thresbobelow lower threshold) which we assume generated by amabm
latent variable (three categories: not differentiallyepand under expressed), with gene-specific parametershiMetsow to
obtain estimates of the parameters by maximizing the likald with a constrained EM algorithm. Different strated@sgene
discovery are discussed and compared. We illustrate theati@n an original study on multiple sclerosis.

ES11 Room9 PARAMETRIC AND NONPARAMETRIC MODEL VALIDITY Chair: Simos Meintanis

E018: Estimating dynamic panel data models with autocorrelationby restricted regressions
Presenter: Savas PapadopoulgsDemocritus University of Thrace, Greece

A novel estimation method for a linear dynamic panel dataehwdgth random effects and correlated errors is introduddue
method consists of three stages executed for each df Yagiables included in the model. In the first stage, we coepiog
residuals after regressing each variable on its dynamig 1d on its lag of order three. In the second stage, we estithat
coefficient of thekth variable on thenth variable by regressing the residuals of the first stagdemesiduals of the third stage
from the previous iteratiork— 1. The regressors also include all the variables with irdidweem-+ 1 andk — 1 by restricting
their coefficients equal to their estimated values from ey steps. The third stage estimates the coefficient ofythardic term
plus the coefficient of the autocorrelated errors. The s=sgnes include the regressors from the first stage plus allahables
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with indices less thak — 1, by restricting their coefficients equal to their estindatalues from the second stage. Simulations
show that our estimates have small bias and small RMSE. Tikérexmethods transformed MLE and GMM indicate large bias
under autocorrelation and cannot be applied for 1drge

EQ057: Tests of normality based on Shepp property, and their efficiacies
Presenter: lakov Nikitin , Saint - Petersburg University, Russia
Co-authors: Xenia Volkova

The normal law occupies the central place in Probability Statistics, and testing of normality belongs to most imgatrt
problems of goodness-of-fit theory. In the past there wasdaunon-linear transformation of data which preserves abtyn
(Shepp, SIAM Rev. 6, 459-460), and more recently it was ptdbat in fact it is a characterization of the normal law in a
broad class of distributions. This characterization egmbk to construct new invariant tests of normality based-@migirical
df’s. Test statistics are either U-statistics or the sugreffamilies of U-statistics depending on a real paramétér.describe
limiting distributions of new test statistics and evalutiteir large deviation asymptotics under the null hypotheshis permits

to calculate the local Bahadur efficiency of our statistmsrfatural parametric alternatives (like shift, skew andtamination
alternatives) which is high enough. Pitman efficiency hassime values. New statistics look promising for normadisfing.

E117: Inconsistent goodness-of-fit tests with improved power foimportant alternatives
Presenter:  Olivier Thas, Ghent University, Belgium
Co-authors: Bert De Boeck, Jean-Pierre Ottoy

It is generally excepted that goodness-of-fit tests shoeldrbnibus consistent in the sense that they are consistainisagny
fixed alternative. On the other hand often in applied siatist is assumed, for example, that observations never doone
a normal distribution, and even if they do, imperfect measents or rounding errors may obscure this property. Theref
is not surprising that omnibus tests will eventually rejthet null hypothesis, particularly with large data sets, thigt rejection
is therefore not necessarily informative. We develop asctfsgoodness-of-fit tests that are not consistent agaiteshatives
close to the hypothesised distribution. An advantagouseguence is that these tests have generally larger powairssag
alternatives that are sufficiently distinct from the hypestised distribution. We show this both theoretically angigically
through simulation studies. The tests closely resembleotimtests. We also demonstrate how this class of tests cambd 0
as to obtain a better compromise between type | error rat@awvdr or false discovery rates (FDR).

E143: Exact goodness-of-fit tests for censored data
Presenter: Aurea Grane, Universidad Carlos Il de Madrid, Spain

Previously a goodness-of-fit statistic for complete sampietest the null hypothesis of a completely specified distion
function has been proposed. When there is no censoring, ifovas out that the test based on the proposed statistic can
advantageously replace those of Kolmogorov-Smirnov, @raron Mises and Anderson-Darling for a wide range of aliéwmes.

Here this statistic is modified so that it can be used to testgiodness-of-fit of a censored sample. We deduce the exact
distributions of three modifications of the statistic andadf the exact critical values for different sample sized different
significance levels. We also give some conditions under lwifie convergence to the normal distribution can be asserted
We study the power of the exact tests based on these swtfistidfive parametric families of alternative distributiowsth
support contained in th@, 1] interval, and we conclude that the tests based on our prispbase a good performance in
detecting symmetrical alternatives, whereas the testsdbas the Kolmogorov-Smirnov, Cramer-von Mises and Anderso
Darling statistics are biased for some of these altermative

E155: Bootstrapping in sequential change-point procedures
Presenter: Marie Huskova, Charles University in Prague, Czech Republic
Co-authors: Claudia Kirch

The talk discusses various approximations for criticaligalfor test procedures for detection of a change in segueetiup.
One usually tries to utilize limit behavior under no changedel. Sometimes such approximations provides reasonpptexa
imation, however in many situations the convergence toithi dlistribution is rather slow, eventually, the expliéirm of the
limit distribution is unknown. Therefore various bootgtsavere developed in order to provide good approximationsritical
values. Here we develop bootstrap suitable for sequeetits for detection changes location and regression motleé&oret-
ical results show the asymptotic validity of the proposedtbtvap procedures. A simulation study compares the bagptsind
asymptotic tests shows that studentized bootstrap teav/bslgenerally better than asymptotic tests.
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E147: Specification tests for the error distribution in GARCH models
Presenter:  Simos Meintanis University of Athens, Greece

Goodness—of—fit tests are proposed for the innovationilaligiton in autoregressive conditionally heteroscedasticiels. The
tests utilize an integrated distance involving the emalraharacteristic function (or the empirical Laplace tfan®s) computed
from properly standardized observations. A bootstrapierrsf the tests is utilized in order to study the small sanfygkavior
of the procedures in comparison with more classical ape®cAs an example, the tests are applied on some financad elat

ES17 Room8 ANSET (ITALIAN SIS GROUP ON TIME SERIES ANALYSIS) Chair: Cira Perna

E012: Genetic algorithms for fitting nonlinear nonstationary thr eshold time series models
Presenter: Francesco Battaglia Sapienza University, Italy
Co-authors: Mattheos K. Protopapas

Many time series exhibit both nonlinearity and nonstatitpzand linear models are not flexible enough to ensureisfaatory
fit. Features like nonlinear dependence, structural chaae slow modifications in time of the dynamic structure,nearbe
accounted for by the widely used autoregressive integratadng average models. Though both nonlinearity and ntinstity
have been often taken into account separately, few attemapgtsbeen proposed for modeling them simultaneously. Weiden
threshold models, and present a general model allowingfferent regimes both in time and in levels, where regimagitons
may happen according to self-exciting, or smooth transjtiar piecewise linear threshold modeling. Fitting such adeto
involves the choice of a large number of structural paramadteg. orders and thresholds) for which, on one hand, niytaes
optimization method is available, and, on the other hanlstsuntive reasons for motivating the choice are rarely do@imilar
problems in statistical inference and time series analysig successfully addressed using meta-heuristic methéglpropose
a procedure based on genetic algorithms, evaluating mbgleteans of a generalized identification criterion. Thegrenince
of the proposed procedure is illustrated with a simulatioilg and applications to some real data.

E027: Clusters of multivariate time series
Presenter: Roberto Baragona Sapienza University of Rome, Italy
Co-authors: Sanghamitra Bandyopadhyay, Ujjwal Maulik

In a large set of application fields an observation unit islfection of time series which has the structure of a vectomgal-
tivariate) time series. Seismic waves data, electroeradeglams and macroeconomic data are examples of distalntatgnms
that deal with vector time series. Clustering vector timgesels a convenient way to reduce a large data set to a srsellef
vector time series each of which may be assumed as reprégenfaa larger number of items. In addition, special apdimns in
finance concerned with dynamic conditional correlationtivatiate GARCH models require assets that share the sansgs
to be grouped in the same cluster. We propose to form clustessctor time series according to statistical time serégzdures
that allow meaningful dissimilarities to be outlined. Twornore cluster indexes of internal validity may be used dswa that
may be simultaneously maximized. Pareto optimality coteca@pd evolutionary computing are considered for implemgnt
multi objective optimization algorithms. Applications teal data and sets of artificial vector time series will bespreed to
illustrate our procedure and for comparison purpose.

E165: Parameter estimation for continuous stochastic volatiliy models
Presenter:  Giuseppina Albang Universita di Salerno, Italy
Co-authors: Francesco Giordano, Cira Perna

Continuous-time diffusion processes are often used iralitee to model dynamics of financial markets. In such kirfdaadels

a relevant role is played by the variance of the process. 8amgstions on the functional form of such variance have to Adem

in order to analyse the distribution of the resulting precasd to make inference on the model. In this paper the vaianc
also modelled by means of a diffusion process. This comea®gabntinuous time approximation of a GARCH(1,1) process.
The existence and uniqueness of the solution of the regudtimchastic differential equation is discussed. Therrémfee on the
parameters and properties of the involved estimators aoaised under different choices of the frequency data. |Sfioos on

the model are also performed.

E194: Smooth and flexible skew-symmetric distributions using Bglines and penalties
Presenter: Patrizio Frederic, University of Modena, Italy

Recently, there has been a growing interest in Skewed-Synen(®S) distributions. A pdf of the class SS is represetgethe
product of a symmetric pdf around zero and a skewing fundtiena function bounded {9, 1], odd with respect to thg=1/2
plane). It is straightforward to show that any product betiva symmetric in zero pdf and a skewing function is a valid §&
distributions allow us to generalize many skew distribaitimodels such as the skew-normal distribution, the skewttidution,
and the so called Generalized Skew-Elliptical distribagioWe propose a new flexible approach for modelling skewingtfons
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via B-splines. B-splines are chosen for having a large nurabaumerical properties such as computational robustresss
efficiency. Furthermore, we introduce a penalized likadithestimation method to avoid over-fitting. B-splines SSwiénalties
provide a flexible and smooth semi-parametric setting thawaestimates to capture many features of the target fancuch as
symmetry and multimodality. After outlining some theoceatiresults, we propose an effective computational styatemally,

we present some empirical results on simulated and redthwlata which point out the advantages of the proposed method

E105: Investigating the profitability of technical trading rules with the regression trunk approach
Presenter: Claudio Conversang University of Cagliari, Italy

The profitability of technical trading rules derived fromtatsstical modeling approach is investigated. The stoateps modeled
as a linear function of a set of technical indicators, inolgdpast prices and volume transformations. The specifipqae is
to detect important interactions among technical indicatd hese interactions are expressed as threshold interadhstead
of traditional cross products among predictors. In ordatdtect these threshold interactions the Regression Trypkoach —
RTA - is jointly used with subsampling. The strength of RT&gliin its ability to automatically detect a regression madéh
multiple main effects and a parsimonious amount of highdepinteraction effects. It is based on a new algorithm torese a
regression trunk model that results more efficient than thie@ffects model. The relationships between the proposetthand
traditional (autoregressive) approaches are also disdu$snancial time series are analyzed and the profitatufithe derived
trading rules are evaluated. This is achieved by mimickiregatehavior of a rationale investor whose decision are bas&TA's
forecasting of future prices.

E224: Information reduction techniques for turning point predic tion
Presenter:  Paolo Foschj University of Bologna, Italy
Co-authors: Simone Giannerini, Alessandra Luati

A method for the identification of turning points in econortiime series is proposed. The method is based upon the idea of
discretizing a continuous state space time series. The tiggyreents are the dimension d of the reconstructed spacef@nd,
each variableXy, ..., X4, the cardinality of the alphabet, that is, the number ofgates in which each variable is quantized. In
order to select such cardinalities, an optimality criterimsed on the prediction performance is introduced. Thdityabf the
proposal is assessed upon simulated and real time seriesrigythe NBER'’s dating procedure of the business cycle agdhe
standard.

ES33 Room 6 ROBUST METHODS Chair: Peter Filzmoser

E032: Simulation in robust statistics using the R package simFrara
Presenter: Andreas Alfons, Vienna University of Technology, Austria
Co-authors: Matthias Templ

Due to the complexity of robust methods, obtaining anadytiesults about their properties is often virtually impbks There-
fore simulation studies are widely used by statisticianslaa-based, computer-intensive alternatives for gaimeight into

the quality of the developed methods. The R package simFisae object-oriented framework for statistical simulatigith
special emphasis on applications in robust statistics. y¥&ature is that researchers can make use of a wide rangauwlation
designs with a minimal amount of programming. Control aasallow a certain proportion of the data to be contaminated.
Thereby different contamination models are representediffigrent control classes and the existing framework masjlgae
extended with user-defined classes. Furthermore, an ajgeoplot method is selected automatically depending estiucture

of the simulation results. Hence simFrame is widely appliean the field of robust statistics.

E122: Error rates for multivariate outlier detection
Presenter:  Andrea Cerioli, University of Parma, Italy
Co-authors: Alessio Farcomeni

It is well known that robust estimation and outlier detestire two essentially equivalent tasks: given robust estiraaof
location and scatter, outliers are revealed by their largices from this robust fit. Formal identification rulegsiequire the
choice of reliable cut-off points for the robust distancEke goal of this work is to describe how to obtain the requedoffs
when location and scatter are estimated through the higakidlown Reweighted Minimum Covariance Determinant (RMCD)
estimator. In particular, it will be shown that: (a) an a@terapproximation to the distribution of the squared retmeid distances
yields good control of the size of the test of no outliers ewesmall samples; (b) this control does not imply great $imeriof
power, especially when alternatives to the family-wiseerate are considered for multiple outlier detection. Tésuiting
procedures differ in their attitude towards swamping. Fstance, in outlier tests based on the FDR criterion thepaabke
degree of swamping is allowed to depend on the number ofosifiound.
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E028: Robust principal components for compositional data
Presenter:  Karel Hron , Palacky University, Faculty of Science, Czech Republic
Co-authors: Peter Filzmoser, Clemens Reimann

Many data sets from environmental sciences are formed bgredtsons where the relevant information is only contaiived
the ratios between the components. Typically, the dateegadue expressed in percentages and sum up to 100. Thisicondit
does not only lead to algebraic problems, the main objedscm conceptual one. Namely the described data, often called
compositional data (or compositions, for short), inducether sample space, the simplex, with the geometry diffefirem

the standard Euclidean one. As a way out, a family of logratdasformations was proposed, that moves the compositions
from the simplex to the usual Euclidean geometry where stahstatistical methods can be applied. The centred lagfelti)
transformation enables to perform principal componentyaig(PCA) as well as to use the resulting loadings and scarea
meaningful compositional biplot with an intuitive integtation. However, the clr transformed compositions argudar and for

a robustification of the PCA an auxiliary step is needed. Theist loadings and scores as computed via the isometriatiogr
(ilr) transformation are regular but not easy to interpiigterefore they have to be back-transformed to the clr spHues, the
construction of the robust compositional biplot is possiliThe theory will be supported by a practical application.

E099: Robustifying total least squares
Presenter:  Jan Amos Visek Charles University, Czech Republic

If the orthogonal condition (in the linear regression mpdebroken, the (Ordinary) Least Squares (OLS) estimatgeigerally
biased and inconsistent. The classical theory offers themtethod of Instrumental Variables. A robust version ofrimeental
variables was studied by Visek, namely Instrumental WeidgMariables. An alternative approach overcoming the insbancy
is known as Total Least Squares (TLS). Due to the quadratin fuf the loss function of TLS, the estimation is vulneralde t
influential points. For the Error-in-Variable model a rotifisd version of TLS based on the idea M-estimators was gegdy
Jefferys with studentization of the residuals by a robussiea of the scale of the disturbances of all variables. Behescale
and regression equivariance for M-estimators, the relchave to be studentized by a scale estimator which is soadeiant
and regression equivariant. Our proposal for robustifyih& is based on the idea of downweighting the influential fsibut
unlike to classical Weighted Least Squares the weights r@scpbed to order statistics of squared orthogonal redsdather
than directly to squared residuals. The paper will dischissrispiration for the proposal, properties of the new estiimand the
algorithm for its evaluation. Numerical illustration walso be included.

E033: Robust resampling methods for time series
Presenter: Lorenzo Camponovq Lugano, Switzerland
Co-authors: Olivier Scaillet, Fabio Trojani

We study the robustness of block resampling proceduresnfar $eries by characterizing their quantile breakdown tpioima
M-estimation setting. We generally find very low quantiledkdown point indicating a serious robustness problemchwisi
more important than in the pure iid setting. To solve thidyem, we introduce robust resampling schemes for timesesikich
can be applied to a broad class of resampling procedureslsé/prpose robust data-driven methods for selecting thekidize
and the degree of robustness in applications. Monte Carialation and sensitivity analysis confirm the fragility déassical
resampling procedures and the accuracy of our robust résengpproach under different types of contamination eusli

E171. M-procedures for detection of changes
Presenter:  Jaromir Antoch, Charles University, Czech Republic

We will consider the linear regression model describingsih@ation when the firaih observations follow the linear model with
the parameter beta and the remainingm observations follow the linear model with the param@erd. Such problems occur

in various situation, e.g., in econometric time series. pa@metemis usually called the change point. Its estimators and their
properties will be of prime interest of this lecture. We valincentrate on robust M-estimatorsrof Sensitivity of the results
and comparison with the classical and Bayesian method$®@/illemonstrated on both simulated and real data sets. Cisopar
with a prospective (on-line) approach will be consideredak.

CS05 Room2 VAR METHODS IN ECONOMICS AND FINANCE Chair: Francesco Ravazzolo

C229: Model selection and rank estimation in vector error correction models
Presenter: Peter Winker, University of Giessen, Germany
Co-authors: Dietmar Maringer

Model specification might affect the estimated cointegratank, in particular for small sample sizes as typicallgydis macroe-
conomic analysis. Both the specification of deterministimponents and of the short run dynamics is not trivial in toistext.
A data driven selection of the short run dynamics is pursdéuk resulting complex optimization problem is tackled gsam
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optimization heuristic. In contrast to previous standand heuristic approaches, the model selection and estimatep are
treated simultaneously. The proposed method is comparedditional approaches on a comprehensive set of test.cibes
construction of these test cases exhibiting a more comglext sun dynamic as in most simulation studies is also based o
heuristic optimization approach. The results providergjrsupport for the dependence of rank estimation on modetteh. In
particular for small sample sizes, the proposed heuristithod provides better results than standard sequenticéguoes.

C025: Time varying VARs, monetary policy and asset prices
Presenter: Samad Sarferaz Norges Bank, Norway
Co-authors: Francesco Furlanetto

In this paper we study the relationship between interessranhd asset prices in a time varying vector autoregressinR)(
identified using a combination of short-run and long-rurtriesons. This set-up allows us to study whether the edtha
response of the monetary policy authority to asset pridesKgrices and real estate prices) has changed over time VAR
identified through heteroskedasticity that we estimateal previous paper, we showed by splitting the sample in twbttie
response to stock prices has been lower in recent years aghihieresponse to real estate prices has been higher therpadt.
In the current paper we want to investigate this result meepty in a more sophisticated framework where we allow foeti
variation in the structural parameters. As far as we knois,lths not been done yet in the literature.

C346: Novel segmentation methods for financial data streams
Presenter: Dima Alberg, Ben Gurion University of the Negev, Israel
Co-authors: Mark Last

Two novel algorithms SW-VAR and SWAB-VAR for an efficient segntation of financial data streams are presented. The pro-
posed algorithms are based on two state-of-the-art segtinmethods: Sliding Window and SWAB. The proposed athors

are aimed at improving the efficiency and usability of thegioal Sliding Window and SWAB algorithms. First, the propds
segmentation algorithms decrease the number of input pdeasy second they use the Value at Risk as an additional inpu
parameter, and finally they allow to predict structural demin financial data streams faster and more accuratelySfiding
Window and SWAB. The accuracy and computation time of theased algorithms will be compared to the state-of-the-art
segmentation methods using empirical experiments witthgfic, non-normally distributed data and Israeli finahiidexes
TA25 and TA100. We will also show that the proposed algorghran significantly contribute to the GARCH prediction madel
accuracy and efficiency because they can reduce the dinmafisjoof the GARCH model volatility auto regression pardene
Finally, the user interface of the online application immpentation will be demonstrated. This interface will alldvetuser to
simulate online financial data stream segmentation depgrati the user specified Value at Risk measure.

C250: Approximate regime shifts in predictability with vector au toregressive models
Presenter:  Stuart Hyde, Manchester Business School, UK
Co-authors: Massimo Guidolin

In the empirical portfolio choice literature it is often wiked that through the choice of predictors that could closatk business
cycle conditions and market sentiment, simple Vector Aegoessive (VAR) models could produce optimal strategidfplio
allocations that hedge against the bull and bear dynampisaiyof financial markets. However, a distinct literaturéses that
shows that non-linear econometric frameworks, such as dawitching, are also natural tools to handle portfolicedsification
needs arising from the existence of good and bad markesstatthis paper we examine when and how simple VARs can pmduc
empirical portfolio rules similar to those obtained undeairkbv switching by examining the effects of expanding bbotharder

of VARs and the number of predictor variables included inmdsl stock-bond strategic asset allocation problem on &i8.d

C024: Strategic asset allocation under structurally unstable pedictability
Presenter: Francesco RavazzolpNorges Bank, Norway

Optimal portfolio decisions force investors to make a nuntfénportant decisions concerning the treatment of déffgisources
of uncertainty, the relevant predictor variables, the &alof the regression parameters, and their stability. Tdpepinvestigates
a typical, strategic asset allocation problem when alléhbsee sources of uncertainty are taken into account by pecesd
utility maximizer. US stock, bond and money market retunesraodelled and forecasted jointly by a number of financial an
macroeconomic factors in a flexible VAR framework that akbofer parameter instability, parameter uncertainty andehad-
certainty simultaneously. We investigate if the approadvides statistical gains in forecast accuracy. We alson@éa the
effects of the different sources of uncertainty on assetation and portfolio weights. Finally, we test the econoralue of
the model in active investment strategies. Our results ghatparameter uncertainty and model uncertainty play goitant
role for a short-term horizon power utility investor, andustural instability becomes more relevant only for longerizons.
However, predictability decreases with horizons and in sample investing all the wealth on the stock market givebdrg
economic values for investments longer than 1-year.
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CS09 Room4 NONPARAMETRIC VOLATILITY ESTIMATION Chair: Simona Sanfelici

C212: Specification tests in SPD estimation
Presenter: Zdenek Hlavka, Charles University in Prague, Czech Republic

State price densities (SPD) are an important element iniegppluantitative finance. The SPD may be estimated from the
observed option prices via a honparametric estimator of¢vend derivative of the European call, or put pricing fiomcand

it has already been demonstrated that the covariance igteuat the observed option prices must be taken into accobethw
such SPD estimators are constructed from the observeddajraption prices. We consider a constrained nonparan&#is
estimator and investigate the validity of the assumed ¢anee structure using some recently proposed tests of @amtlgmce in
heteroskedastic nonparametric regression. These sp#icifitests are typically based on the bivariate joint eiogidistribution
function of the strike prices and the standardized resgdudle discuss the usefulness and applicability of thesefsyion
tests in the framework of the SPD estimation and the poweraxfd tests against various alternatives that might oc¢heiSPD
estimation is investigated in a simulation study.

C170: Constrained general regression in Sobolev spaces with ajhtion to option pricing
Presenter:  Michal Pesta Charles University in Prague, Czech Republic

State price density (SPD) contains important informationcerning market expectations. The SPD is a probabilitysitien
function that can be expressed as the second derivativetbftbe Call and Put European option prices with respect to the
strike price. In existing literature, a constrained noapaetric estimator of the SPD is found by ordinary least sepian a
suitable Sobolev space, i.e., a space of sufficiently smiuittions that allows to transform the problem of searcHorghe
best fitting function in an infinite dimensional space intoratéi dimensional optimizing problem. We improve the bebavi

of the previously proposed estimator by implementing a damae structure taking into account the time of the trads lan
considering simultaneously both the observed Put and Cadiiean option prices.

C056: The effect of infrequent trading on detecting jumps in realized variance
Presenter:  Frowin Schulz, University of Cologne, Germany
Co-authors: Karl Mosler

The analysis of how accurate an elaborated jump detectidhadelogy for realized variance applies to financial timgese
characterized by less frequent trading is considered.igrctintext, it is of primary interest to understand the intpdiinfrequent
trading on two test statistics, applicable to detect sigaift jumps in realized variance. In a simulation study, ena is found
that infrequent trading induces a sizable distortion ofttsd statistics towards over-rejection. A new empiricakstigation
using high frequency information of the most heavily tradéekctricity forward contract of the Nord Pool Energy Exchan
corroborates the evidence of the simulation. In line withtieory, a zero-return-adjusted estimation is introducedduce the
bias in the test statistics, both illustrated in the sinmalastudy and empirical case.

C126: Nonsynchronous covariation and high-frequency data
Presenter: Takaki Hayashi, Keio University, Japan
Co-authors: Nakahiro Yoshida

An asymptotic distribution theory of the nonsynchronougac@tion process for continuous semimartingales is pitege Two
continuous semimartingales are sampled at stopping timesionsynchronous manner. Those sampling times possipgnde
on the history of the stochastic processes and themselvhs. n@nsynchronous covariation process converges to tha usu
guadratic covariation of the semimartingales as the maximize of the sampling intervals tends to zero. When the ligiti
variation process of the normalized approximation erraaigdom, the convergence to mixed normality, or convergénee
conditional Gaussian martingale is obtained. A class okisbent estimators for the asymptotic variation proceggaposed
based on kernels, which will be useful for statistical agadiions to high-frequency data analysis in finance. A Paissmnpling
scheme with random change point is presented as an example.

C365: Pricing options with realized volatility
Presenter:  Fulvio Corsi, University of Lugano, Switzerland
Co-authors: Nicola Fusari, Davide La Vecchia

A stochastic volatility option pricing model that explottge informative content of historical high frequency dataéveloped.
We propose a simple (affine) but effective long-memory pseaesing the Two Scales Realized Volatility as a proxy forutheb-
servable returns volatility: the Heterogeneous Auto-Rsgive Gamma (HARG) model. This discrete-time processpaued
with an exponential affine stochastic discount factor, $et@da completely tractable risk-neutral dynamics. Theieitghange
of probability measure obtained within this framework alothe estimation of the risk-neutral parameters directiges the
physical measure, leaving only one free parameters to fifrad. An empirical analysis on SP500 option index shdwas t
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the proposed model outperforms competing GARCH modelgadsity for short term options where our model is able todrett
capture the smile of the implied volatility curve.

C266: Quarticity estimation via Fourier method
Presenter:  Simona Sanfelicj University of Parma, Italy
Co-authors: Maria Elvira Mancino

The availability of high frequency financial data has madthan intense study of volatility measurement. The issuguaf-
ticity estimation for diffusion processes is still an openlgem and arguably more difficult than integrated volgtiistimation
because the noise is magnified. Nevertheless, in order &ndieasible estimators of covariance and of the presengeengs, it

is necessary to have good estimators of the so called inéebgaiarticity, which is the integral over a given periodiuf fourth
power of the diffusion coefficient of the price process. Whkatiquired are efficient estimators of quarticity which areust to
noise. Available estimators are based on multipower variaivhich allow testing for the presence of jumps. Averggaver
subsamples and pre-averaging of data allow a reductioreiegtimation error in the presence of noise. These estimedorbe
modified by means of a threshold methodology to reduce theibifinite samples. Fourier analysis can be used to recoeer th
integrated quarticity from the Fourier coefficients of tlwatility and, ultimately, from observed returns. This papvestigates
the extent to which this approach can provide good estinwdttee quarticity robust to high frequency noise.

CS19 Room 7 STOCHASTIC AND ROBUST PORTFOLIO OPTIMIZATION Chair: Ronald Hochreiter

C168: Dealing with uncertainty in an international portfolio con text
Presenter: Raquel Joao Fonsecamperial College London, UK
Co-authors: Berc Rustem

The benefits of international diversification for risk retlon have been extensively discussed. We present an ititanah
portfolio optimization model where we take into account tWve different sources of return of an international asda: lbcal
returns denominated in the local currency, and the returteforeign exchange rates. The separate consideratiba téturns
on currencies introduces non-linearities in the modeh lrothe objective function (return maximization) and in thangulation
requirement of the foreign exchange rates. The uncertaisggciated with the returns is incorporated directly inrttoglel by
the use of robust optimization techniques. We show that siyguappropriate assumptions regarding the uncertaitgyesel the
correlation between local and currency returns, the maatebe solved efficiently with standard optimization techeis; While
robust optimization provides a guarantee of a minimum retnside the uncertainty set considered, additional gueesnare
presented in the form of currency options for cases wherestllesed foreign exchange rates fall outside the unceytagts.

C112: Worst-case portfolio optimization with skewness and kurtsis: a proposed solution strategy
Presenter:  Polyxeni-Margarita Kleniati , Imperial College London, UK
Co-authors: Berc Rustem

In this paper, we address the worst-case, or robust, mearianga — skewness — kurtosis portfolio optimization prabler
discrete rival estimates of asset statistics. Althoughdigrder moments, such as skewness and/or kurtosis, haweoften
considered in the deterministic portfolio selection pesblas a remedy to non-normal return distributions, its robosnterpart
remains still undiscovered despite uncertainty undeglyire asset statistics estimates. As a solution strategipéoresulting
(nonconvex) polynomial optimization problem (POP) we m®g@a decomposition-based scheme made for POPs. To end with,
we present and discuss preliminary numerical results.

C201: Sparse and stable Markowitz portfolios
Presenter: Domenico Giannone Free University of Brussels, Belgium
Co-authors: Joshua Brodie, Ingrid Daubechies, Christine De Mol, Igrizmes

We consider the problem of portfolio selection within thasdical Markowitz mean-variance framework, reformulaasda
constrained least-squares regression problem. We prapasi to the objective function a penalty proportional t® sam of
the absolute values of the portfolio weights. This penadtyutarizes (stabilizes) the optimization problem, enages sparse
portfolios (i.e. portfolios with only few active positiojyjsand allows to account for transaction costs. Our approacbvers
as special cases the no-short-positions portfolios, bas ddlow for short positions in limited number. We impleméris
methodology on two benchmark data sets. Using only a modestiat of training data, we construct portfolios whose dut-0
sample performance, as measured by Sharpe ratio, is @nmtlisind significantly better than that of the naive evembighted
portfolio.
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C236: Omega optimization as a linear program
Presenter:  Michalis Kapsos Imperial College London, UK
Co-authors: Nicos Christofides, Berc Rustem, Steve Zymler

Omega is a recent performance measure. A new approach tate@mega as a linear program is derived. While the Omega
ratio is considered to be non—convex, an exact formulatiderms of a convex optimization problem and its transforomeas

a linear program (LP) is shown. Thus, an exact solution caattaéned using simplex-based and interior point methode T
convex reformulation for Omega maximization is a directlagéa mean—variance framework, and the fractional lineagmam

to Sharpe maximization. Thus, the Omega ratio becomesrdasimderstand and implement by investment companies,ehedg
funds, and pension funds, since it captures the downsideipside potential of the constructed portfolio utilizing laigher
order moments.

C333: Worst-case Value-at-Risk of non-linear portfolios
Presenter: Steve Zymler, Imperial College London, UK
Co-authors: Daniel Kuhn, Berc Rustem

Evaluation of the Value-at-Risk (VaR) of some portfolio u@gs precise knowledge of the probability distributiontloé asset
returns, which is rarely available in practice. Moreoveisiwell known that VaR is a non-convex function and is theref
difficult to optimize in practice. In order to overcome boltese issues the notion of Worst-Case VaR which is a conservat
and convex approximation of VaR has been introduced. Horv&Verst-Case VaR bases itself only on the first— and second—
order moments of the asset returns, and therefore cannaisaely represent the non—linear relationships betwe#nrogeturns

and the underlying asset returns. We propose a more flexiblst\WCase VaR model which approximates these non-linear
relationships by a (possibly non-convex) quadratic fuorctf the underlying asset returns. We show that this modebeacast

as a convex Semidefinite Program.

C166: A realized conditional correlation model for large-scale prtfolio optimization
Presenter: Jonathan CornelissenK.U. Leuven, Belgium
Co-authors: Kris Boudt, Christophe Croux

In recent years new covariance matrix estimators basedgimfrequency data have been developed, enhancing porffet:

formance. The Realized Conditional Correlation model famenient covolatility forecasting based on high-frequedata in

a high dimensional setting is proposed. It combines theragpanodelling of conditional volatility and correlatioan idea of
the multivariate GARCH literature) with more recent findsmaf the realized volatility literature. Furthermore, ounael has the
advantage that the dynamics of the volatility of each asmetiffer and that it retains the coefficients’ interprelidhgicompared
to the models used in the empirical literature so far. Owrlte#ndicate that in a portfolio context this model outpenfis existing
models when a trade-off between risk and return is congileene that robustness to jumps yields better results at ligipsng

frequencies.

CS38 Room1 ECONOMETRICS OF FINANCIAL DISTRESS AND APPLICATIONS Chair: Andrea Cipollini

C031: Measuring financial contagion by local Gaussian correlation
Presenter: Bard Stove, Norwegian School of Economics and Business Administnafdorway
Co-authors: Karl Ove Hufthammer, Dag Tjostheim

This paper examines financial contagion, that is, whetheecthss-market linkages in financial markets increases aftbock

to a country. This effect has been studied in a variety of ways introduce the use of a new measure of local dependence to
study the contagion effect. The central idea of the new aprds to approximate an arbitrary bivariate return distidn by

a family of Gaussian bivariate distributions. At each pahthe return distribution there is a Gaussian distributivat gives

a good approximation at that point. The correlation of therapimating Gaussian distribution is taken as the locatedation

in that neighbourhood. By comparing the local Gaussianetation for the stable and crisis period, we are able to tésther
contagion has occurred. In particular, there are sevevalrddges by using the local Gaussian correlation; the neasune does

not suffer from the selection bias of the conditional catien, and the local Gaussian correlation may be able t@tetalinear
changes in the dependence structure, that a global céoretatly mask. Examining several crisis, among others therAaiisis

of 1997 and the financial crisis of 2007-2008, we find evidesfantagion based on our new procedure.

C304: Asset allocation under trending volatility
Presenter:  Antonios Antypas, University of Piraeus, Greece
Co-authors: Nikolaos Kourogenis, Nikitas Pittis

Recent research provides evidence that volatility of stetkrns exhibits a time trend. The existence of this vatatitend can
be utilized in the estimation of the covariance matrix of itngividual stock returns. This task may be achieved by dmiab
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measures of the degree of trending of the unconditionahmas of stock returns. We adopt a suggested model whererinaca
of the error term can change in a polynomial-like fashion @redrate of growth is captured by the polynomial order, k. ¢¢gn
by estimating k for individual stock returns, we are abledretast the future behavior of their volatilities and atlihe sample
estimator of the covariance matrix for these dynamics. Atpes(negative) value of k is an indicator that the variaaceund
the end of our sample is bigger (smaller) than that near thanbimg of the sample. This paper examines the performahae o
portfolio selection procedure where the covariance madradjusted for the presence of a polynomial-like trend. \Wmpare
this procedure with previous studies that have also focirsedrrecting the volatility estimation by taking into cateration the
dynamic structure of the covariance matrix.

C291: Testing for contagion: a time scale decomposition
Presenter:  Andrea Cipollini , University of Modena and Reggio Emilia, Italy
Co-authors: lolanda Lo Cascio

This paper tests for shift contagion, which is a temporaiit shthe spillover effects of idiosyncratic shocks. Exig} studies
have concentrated on the time domain and identified a shiftarmutual, contemporaneous interaction between assenset
using identification schemes based upon structural infaafollowing a GARCH process. The potential endogeneidg lof
contagion coefficients can be tackled by using lagged valfiesdependent variable as instrumental variables. Anredtate
approach uses a Granger causality test in the frequencyidomahis paper, wavelets analysis is used to test for gpaia We
show how a time scale decomposition of financial returns,ianmérticular, a decomposition of covariance on a scale bjesc
basis helps to identify the structural coefficients, inahgdthose capturing a potential shift in the contemporasenteraction
among asset returns.

C141: Useful VAR-VECM representations for real-time data
Presenter:  Alain Hecq, Maastricht University, Netherlands
Co-authors: Jan Jacobs

Before being considered definitive, data currently produneStatistical Offices undergo a recurrent revision precesulting in
different releases of the same phenomenon. The collectialhthese vintages is referred to as a real-time data semnduists
and econometricians have realized the importance of thsdf information for economic modeling and forecastingisfiaper
clarifies the link between different representations fodelmg the revision process within a multivariate dynannicet series
framework. These approaches are the VAR, the VECM and aligaitransformed VAR representations. We develop a colhere
framework that encompasses seemingly unrelated timessanig@lyses of the revision process that are present in dratlite.
We show how we can test in these alternative frameworks wehetlfiirst-release measure is unbiased. We particularlysfoou
the presence of co-movements betweggonal releases. It emerges that the presence of cointegratiosanohon cyclical
features is quite important for studying such process. ldgewe also introduce to this type of data a co-breakingyaisathat

is seen to be necessary to jointly estimate the revisiongsand sudden shifts in the measure of series. An example is t
introduction of a new base year.

C366: Downside risk of derivative portfolios with mean-reverting underlyings
Presenter:  Patrick Leoni, University of Southern Denmark, Denmark

A Monte-Carlo simulation of a standard portfolio managetrstrategy involving derivatives is performed inn order stiraate
the sensitivity of its downside risk to a change of meansrgoea of the underlyings. It is found that the higher the msigy of
mean-reversion, the lower the probability of reaching ageermined loss level. This phenomenon appears of laagistital
significance for large enough loss levels. It is also fourat the higher the mean-reversion intensity of the undeglyjithe
longer the expected time to reach those loss levels. Thdaiions suggest that selecting underlyings with high mesersion
effect is a natural way to reduce the downside risk of thogkelyitraded assets.

C256: The dynamical relation between ad liking and memorial respase to advertising
Presenter: Marzia Freo, University of Bologna, Italy
Co-authors: Sergio Brasini, Giorgio Tassinari

The paper addresses the question of carryover effects eftiing (ad) liking on the recall, jointly modeling the pans of
recall, ad pressure and ad liking, by means of the spectitatf a vector autoregressive model with GRPs acting as exoge
nous variable. The approach is innovative since markettagature has mainly investigated until now only the simanéious
relationship between advertising, recall and liking. Oa ¢ither hand, multiple time series models have been appliedture
dynamical relationships between marketing mix variabtebsales, while the relation between the different cogaitind affec-
tive facets of response to advertising have never beenmdcldhe analysis is carried out for the markets of smallraotuiles,
deodorants and shampoos. Main empirical findings for théyaed categories highlight that: carryover effects of &ihlj on

the recall measures may be detected but not systematiaatithe ad liking role of ad likeability on memorial respansaries
among product categories classified as approach or avad®uareover a further finding shows that, whereas positifleénces
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are thoroughly retrievable (in the approach category soaa)l, ad likeability influences more advertising than bran@reness
and more total than unaided awareness.

CS47 Room5 TIME SERIES FINANCIAL ECONOMETRICS 3 Chair: Ana-Maria Fuertes

C252: Portfolio diversification opportunities in eastern Europe
Presenter: Christos Savva Cyprus University of Technology, Cyprus
Co-authors: Nektarios Aslanidis

The advent of the European Union has decreased the divatiifidoenefits available from country based equity marlgites

in the region. The increase in stock integration betweerittree largest new EU members (Hungary, the Czech Repuldic an
Poland who joined in May 2004) and the Euro-zone is measufedotentially gradual change in correlation between stock
markets is allowed. This seems particularly appropriatnayse the increasing integration between the EastewpEan and
the Euro-zone stock markets over the recent years. We nmtiva idea of the correlation across stock markets by autpati
simple economic model of correlations. At the country maikdex level all three Eastern European markets show a donsi
erable increase in correlations in 2006. At the industrgliéive dates and transition periods for the correlatiorferdiand the
correlations are lower although also increasing. The teshlow that sectoral indices in Eastern European marketproaide
larger diversification opportunities than the aggregateketa

C280 : Forward premium anomaly, realized volatility and jump proc ess in foreignh exchange markets
Presenter:  Young Wook Han, Hallym University, Korea

By using the daily Dollar-Euro and Yen-Dollar spot and oveght forward exchange rates, this paper reexamines the @fsthe
forward premium anomaly which has attracted widespreatdn in international finance. In particular, this papeistigates

the evidence for the role of realized volatility and jumpgess in the tests of the forward premium anomaly, which haagtlsn
ignored in previous tests. For the purpose, this paper tdihie usual regression model for the tests of the forwarthjora
anomaly allowing for the realized volatility and the jummpess in. After re-estimating the adjusted regression intiig paper
finds that the estimated value of the forward premium coeffiicin the Yen-Dollar currency market is close to the theécaét
value of unit implying that the forward premium anomaly seamdisappear while the coefficient in the Euro-Dollar cocse
market is still negative so that the anomaly exists but tlggeskeis not as severe as before. Thus, this paper preseptssiibility

that the empirical phenomenon of the forward premium angnmaioreign exchange markets may not be as robust as before if
the test regression model is specified more appropriately.

C238: Semiparametric conditional quantile models for financial returns and realized volatility
Presenter: Filip Zikes, Imperial College London, UK

This paper investigates how the conditional quantiles wfrireturns and volatility of financial assets vary withiwas measures
of ex-post variation in asset prices as well as option-iatpliolatility. We work in the flexible quantile regressioarrework and
rely on recently developed model-free measures of integradriance, upside and downside semivariance, and junngicar
based on high-frequency data, as covariates. We providieisaf conditions ensuring that the measurement errorcésal
with the realized measures vanishes in the limit and henes dot affect consistency of the quantile regression eftima
Our empirical results for the SP500 and WTI Crude Oil futurestacts show that simple quantile regressions for returns
and heterogenous quantile autoregressions for realizedilitg perform very well both in-sample as well as outgdmple in
capturing the dynamics of the respective conditional ilistions. The realized downside semivariance is found fodvgcularly
informative for quantiles of future returns as well as rzadi volatility, while the contribution of jumps seems to héher small.
The models can serve as useful risk managements tools fstong trading the futures contracts themselves or vaderigative
contracts (e.g. variance swaps) written on the realizeatiity corresponding to these contracts.

C096: The time series properties of annual earnings: new evidendeom an ESTAR unit root test
Presenter:  Andros Gregoriou, University of East Anglia, UK
Co-authors: Len Skerratt

In this paper we examine the stationarity of earnings, withe context of a panel consisting of 479 firms listed on thedom
Stock Exchange over the time period 1984-2003. Using stdmslaF tests, we find that the annual earnings process i®staty
for only 27% of the sample firms. We present new tests of statity, which explicitly allow for the possibility that e@ings
can be characterised by a non-linear mean-reverting pgoGrsce we allow for a non linear adjustment, the earningsga®is
stationary for 76% of the sample firms. A final contributiontasdiscuss the implications of our findings for empirical ratsd
which involve earnings as an explanatory variable.
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C138: Information flows around the globe: predicting opening gapsfrom overnight foreign stock price patterns
Presenter: Lukasz Gatarek, Erasmus University Rotterdam/ Tinbergen Institute, le#nds
Co-authors: Jan De Gooijer, Cees Diks

This paper describes a forecasting exercise of close¢o-ogturns on major global stock indices, based on pricerpetfrom
foreign markets that have become available overnight. Asctbse-to-open gap is a scalar response variable to a dnatti
variable, it is natural to focus on functional data analyBisth parametric and non-parametric modeling strategesansidered,
and compared with a simple linear benchmark model. The #Jeeat performing model is nonparametric, suggesting the
presence of nonlinear relations between the overnighte gratterns and the opening gaps. This effect is mainly dubedo t
European and Asian markets. The North-American and Austraharkets appear to be informationally more efficient &t th
linear models using only the last available informatiorf@en well.

C289: Exploiting intra-day prices, jumps and subsampling in daily VaR prediction
Presenter: Ana-Maria Fuertes, City University London, UK
Co-authors: Jose Olmo

This paper illustrates empirically the importance of explg high frequency based volatility measures and, relgteof ac-
knowledging jumps in returns from the point of view of asssggisk exposure. For this purpose, it compares several VaR
models in a univariate context for 14 large NYSE stocks. Téxechmark is the standard ARMA-GARCH process augmented
by two nonparametric estimators, realized variance anlizegabipower variation, which differ in that the former ceaflect
jumps whereas the latter does not. The loss function usetthéocomparison of forecasts is the economic one implicitalR Vv
backtesting. A novel unconditional coverage testing apginas used which is robust to estimation and model risk. Wktfiat
neglecting jumps may result in significant risk overestiora@nd autocorrelation in the sequence of VaR exceptioreeN
theless, the VaR predictive ability of GARCH is not improugabn by exploiting intraday price information nor by assoga
fat-tailed distribution relative to the standard normaluamption commonly adopted by practitioners.
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ES06 Room5 STATISTICAL ALGORITHMS AND SOFTWARE Chair: Uwe Ligges

E220: Missing data imputation by sequential decision trees
Presenter:  Agostino Di Ciaccig University of Roma "La Sapienza", Italy
Co-authors: Giovanni Maria Giorgi

A procedure based on the use of sequential regression asxificdation trees with bootstrap for the imputation of nmgsilata

is proposed. The case of non-monotone patterns of missitagwdth mixed measurement level of the variables is consitler
The aim of the analysis is to obtain a completed data matrilk eptimal characteristics (with respect to means, vagarand
correlations of the variables) which is often the main dedrfan a statistical office. Moreover we want to obtain a measiithe
additional variability due to the presence of missing valu& simulation case with qualitative and quantitative datanalysed
and the results compared with other procedures. In paatictiie performance of Multiple Imputation, IVEWARE and MAB
were compared with our procedure using the simulation aaded-SILC cross-sectional data. Our non-parametric method
showed to be very competitive on these data, where the otbtranls show some faults.

E086: An application on structural time series using GNU Octave ora cheap optimized Linux computer cluster
Presenter: Riccardo Corradini, ISTAT, Italy

This paper describes how it is possible to estimate unobdecemponents on Structural Time Series by a popular matrix
programming language very similar to MATLAB available foN@ OCTAVE. Unfortunately, this software does not have sfieci
sets of instructions to analyse State-Space Estimatiosafi@metric Models. Moreover there is no documented effosithieve
parallel computation concerning the Kalman filtering andsthing equations by a Linux cluster using ATLAS (speciadiz
Fortran libraries written for a specific hardware platfoinkéd with GNU OCTAVE). We shall see how, using some Montkxrar
simulations conducted in parallel, it will be possible taifyethe numerical accuracy, robustness of parameters whenare
compared with real life examples. By further improveme@®|U OCTAVE scripts could be translated into C++ language
achieving more speed on execution. Finally it will be dentiated that the use of sparse matrix algorithms will speed up
Kalman filtering and smoothing equations. Any State Spacdeiwith a time linear constraint (i.e. with an indicator abo
quarterly accounts), spatial linear constraint (i.e. agpdata model about GDP of Italian regions subject to a natiaggregate
value), log-linear time or spatial constraint and nestedtsstic regressors could be estimated. If on one hand thpwtational
burden is very heavy, on the other the researcher could ctele hardware and software cost problem concentrating aml
subsequent stages of computational difficulties.

E085: Maximum likelihood estimation for parameters of stable Pardian distribution: Implementation in R
Presenter: Dedi Rosadj Gadjah Mada University, Indonesia

Its has been widely known that many large empirical datafemtsdiverse fields of studies, for instance from telecomitations
and network traffics, signal processing, physics and finaaresfound to be leptokurtic, i.e., heavy-tailed and peakednd the
center. An important and attractive class of distributiforanodeling heavy-tailed data is the stable distributionfortunately,
the probability distribution function (pdf) of the stablesttibutions can not be written in a closed form, except féew& cases.
Therefore, one has to rely on the numerical method to obtgjdif. Furthermore, all statistical methods that rely anekistence
of closed-form pdf, such as the maximum likelihood estimadee difficult to implement and time consuming in practivark.
Some algorithms have been proposed to calculate the pdableshon normal (stable Paretian) such as direct integratio
characteristics functions, Fast Fourier Transform, etcthls paper, we present an implementation of the stable qdifviLE
calculation using R version2and compare its performance with the existing implememtatin literature.

E204: ROC.Regression: an R package for ROC regression analysis
Presenter: Maria Xose Rodriguez-Alvarez University of Santiago de Compostela, Spain
Co-authors: Ignacio Lopez de Ullibarri, Carmen Maria Cadarso-Suarez

The receiver operating characteristic (ROC) curve is a kyidsed tool for characterizing the accuracy of a diagnadstit in
distinguishing between two states. Various ROC regresapgmoaches have been proposed in order to account for ategri
that might influence the test accuracy. So far, the scaréitjmplemented ROC regression software is probably respéangor

the lack of popularity of these models in the biomedical camity. Therefore, we have developed an user-friendly R agek
calledROC.Regression. In this software, different approaches to ROC regressiatyais have been implemented. This software
can be used to fit ROC regression models for a set of continalwdér categorical covariates, and their possible intienas.
From the estimated ROC, other summary measures of the agcateeh as the area under the curve (AUC) and the generalized
Youden index (Y1) can be obtained and also the thresholdsegddased on the Y| criterion. Numerical output include$fient
estimates, standard errors and p-values, whereas graphipat offers ROC, AUC, Yl and Threshold curves. To illeg& usage

of the program we analyse data from a computer-aided dizigr(@AD) system dedicated to early detection of breast eanc
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E212: tuneR - vibration and sound analyses in R
Presenter: Uwe Ligges TU Dortmund, Germany
Co-authors: Sebastian Krey

The R package tuneR was originally intended for the anatyfsisusic time series. It has been extended with more mettards f
frequency estimation. It is now capable of analyzing huga ttzat does not even fit into memory. Moreover, it includesfuls
methods for a number of different application such as amabfspeech. Besides summarizing the already existingitumadity

of the package, this talk will focus on new algorithms fomseription, timbre recognition and speech processing dsase
vibration detection in technical applications. For spegahlysis and timbre recognition, some popular algoritherts, for LPC,

PLP, and MFCC calculations, will be implemented at the titrie talk is given. The quality of the algorithms will be compa

and demonstrated in some brief examples. First examplelesaification task where 59 different classes of instrusaave

to be distinguished given features derived from the datahha been pre-processed by tuneR. A second example is from an
application in music psychology. Here we show how to traibscpieces of music recorded on the streets in noisy envieom
sung by amateur singers. Finally, we will present how to yaeah huge 4 Gbytes dataset recorded by a machine’s vibration
Sensor.

ES19 Room 6 ALGORITHMS AND APPLICATIONS OF ROBUST METHODS Chair: Mia Hubert

EO015: Robustified least squares support vector classification
Presenter:  Tim Verdonck, University of Antwerp, Belgium
Co-authors: Michiel Debruyne, Sven Serneels

A group of methods which is recently receiving increasingraton in classification problems are Support Vector Maehi
(SVM). In complex high-dimensional data one often has td déh outliers. For SVM classification a recent theoretitgult
shows that such outliers can have an arbitrary large effett®classifier for certain types of kernels. Also in praztids easily
observed that SVM classification can severely suffer fromyog samples. Here we propose an outlier resistant SVMhotet
for any particular choice of kernel. To obtain robustnessmmduced a strategy to specify weights in a general kenueiced
feature space. These weights are used to adjust the LeamteSdBVM (LS-SVM). We choose the least squares loss since in
that case a reweighting step can easily be implemented wtigignificantly increasing the computation time. A spedificing
procedure is proposed to choose the additional paramet#roliing robustness. The resulting classifier is calledéstified
Least Squares Support Vector Machine and denoted as RLS-3¥iMxtensive simulation study shows that the RLS-SVM
yields better classification performance for heavily thiteata and data containing outliers. From the real examjilean be
concluded that RLS-SVM is competitive to LS-SVM on cleanadat

E023: Building a robust calibration model for heterogeneous spettal data
Presenter: Sabine Verboven University of Antwerp, Belgium
Co-authors: Mia Hubert, Peter Goos

Predicting the humidity level from a large set of NIR spectreeasured on different samples of animal feed, is one of the
main priorities in one of Belgium’s largest animal feed c@migs. An accurate prediction of the humidity level allows f
an effective quality control as well as a substantial reidacin production cost of the feed. Because the data set is- hig
dimensional and might contain outliers (due to the heteretg of the samples) we estimate the regression parameiirs
robust Principal Component Regression method and withastdartial Least Squares regression method. In order sonotbie
optimal calibration model we introduce and compare sevetalst preprocessing techniques. Also, different robresiption
errors were defined and a desirability index was used tom@ierthe best model with respect to the root mean squaredadrro
prediction (RMSEP). The resulting calibration model ygfitediction errors that are 15% smaller than the black-kdikration
method applied by the company so far.

E103: Detecting influential data points in extreme value statistts
Presenter: Dina Vanpaeme| Katholieke Universiteit Leuven, Belgium
Co-authors: Mia Hubert, Goedele Dierckx

In extreme value statistics, the Extreme Value Index (E¥I)s$ed to characterize the tail behavior of a distributiohis Teal-
valued parameter helps to indicate the size and frequencgrtdin extreme events under a given probability distidioutthe
larger the EVI is, the heavier the tail of the distributiorheTHill estimator is a well known estimator for the EVI. We geat a
new method for measuring the influence of the individual olzéns on the estimation of the EVI. Our approach is based o
the empirical influence function (EIF) of the Hill estimatdks the EIF uses an estimate of the EVI, it is important to rinae
robust estimate of the EVI. Otherwise the estimate itsdlftvei very biased by highly influential data points. In thisgentation,

a robust estimator will be introduced based on a robust GLfilnasor applied to the log-spacings of the data. Based on the
asymptotic normality of this estimator, we can also derw®ff values for automatically detecting highly influentikta points.
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E146: Variable selection for kernel classification
Presenter:  Sarel Stee] University of Stellenbosch, South Africa
Co-authors: Nelmarie Louw, Surette Bierman

A variable selection procedure, called surrogate select®proposed which can be applied when a support vector im&ach
or kernel Fisher discriminant analysis is used in a binaassification problem. Surrogate selection applies theolafter
substituting the kernel discriminant scores for the bingirgup labels, as well as values for the input variable olatEms.
Empirical results are reported, showing that surrogatectieh performs well. The underlying idea is general enciogimake
its extension to variable selection in other classificatiod regression contexts feasible.

E096: A faster deterministic algorithm for the MCD
Presenter: Mia Hubert , Katholieke Universiteit Leuven, Belgium
Co-authors: Peter Rousseeuw, Tim Verdonck

The Minimum Covariance Determinant estimator is a wellskndighly robust estimator of location and scatter of maltiate
data, defined as the mean and covariance matrix of the hiswithesmallest covariance determinant. Besides beinglpigh
resistant to outliers, the MCD is affine equivariant, whitlovas for any affine transformation on the data. This is argjrand
often desirable property, but it has the disadvantage beatomputation of the MCD is very hard. Currently the FASTIMC
algorithm is mostly used. Roughly summarized, this alganitstarts by randomly drawing many elemental subsets amd the
applies C-steps until convergence. Due to this random sagpiechanism, the algorithm is not deterministic. In thik tve
present a new algorithm for the MCD. It is fast, determikisthd permutation invariant, but not fully affine equivatiah is
essentially based on starting from a few h-subsets whiclkeasi#y computed, and then iterating C-steps until convergeWe
discuss the performance of the new algorithm on severalsddsaand outlier configurations.

ES23 Room 7 PORTFOLIO OPTIMIZATION , HEURISTICS AND RISK MEASURES (ANSET) Chair: Peter Winker

E176: Cardinality versus g-Norm constraints for index tracking
Presenter: Bjoern Fastrich, University of Giessen, Germany
Co-authors: Sandra Paterlini, Peter Winker

Index tracking aims at replicating a given benchmark witlmnaker number of assets. Different quantitative modelshmset

up to determine the optimal index replicating portfolio.eTfmost common approach is to tackle the problem as an optioniza
problem with a cardinality constraint, i.e. minimizing aigim distance measure between the index and the replicatitigplmo

that consists of at most K assets. In this work, we proposessilple alternative based on imposing a constraint on therorn

0 < g < 1, of the replicating portfolios’ asset weights: the g-naranstraint regularizes the problem and identifies a sparse
model. Both approaches are challenging from an optiminatiewpoint due to either the presence of the cardinalityst@mt or

a non-convex g-norm constraint. Furthermore, the problambecome even more complex when non-convex distance nesasur
or other real-world constraints are considered. Optinomaheuristics have already shown remarkable performamdediex
tracking with cardinality constraints. We propose to ergpdohybrid heuristic that can provide a flexible tool to tachteh
optimization problems. Finally, the empirical analysisreal-world financial data, such as the German stock index DFX
allows to compare the pros and cons of the two index trackipgaaches.

E115: Solving a discrete mean-variance-skewness portfolio setl&on model using multiobjective evolutionary algorithm
Presenter: Georgios Mamanis Democritus University of Thrace, Greece
Co-authors: Konstantinos Anagnostopoulos

We consider a large scale mean-variance-skewness motied@ditional real-world constraints which limit the numloéassets

in the portfolio and the amount invested in these assets. r@$dting model is a large scale mixed-integer non-linealtim
objective optimization problem. Furthermore, by incogiorg a preference for skewness, the bidimensional effi¢ientier

is transformed in a three dimensional surface which pravalepossible trade-offs between mean, variance and sleswrie
this study the three objectives are optimized simultangpus. expected return and skewness are maximized whiianee

is minimized. Standard optimization algorithms cannotl de¢h the problem at hand in reasonable time. On the contrary
multi-objective evolutionary algorithms (MOEA) have ady shown remarkable performances in large scale multittageop-
timization problems. Their main advantage is that they ggeereasonably good approximations of the efficient serfaca
single run and within limited computational effort. Empal results demonstrate that the MOEA can provide a set afieiti
portfolios well capturing the trade-offs among the objesisatisfying different investors’ risk preferences.

ERCIM WG on Computing & Statistic® 100



Saturday 31.10.2009 14:30-16:30 CFEO09 & ERCIMO09 Parabss®n L

E064: On the impact of concordance measures in portfolio selectiotheory
Presenter:  Sergio Ortobelli Lozza, VSB-Technical University Ostrava, Czech Republic
Co-authors: Tomas Tichy

In portfolio several concordance measures (such as SpeatmnaKendall tau, Gini gamma, Pearson coefficient of liremar
relation) have been proposed to value the dependency araodgm returns. Clearly each measure can have a differeacimp
in valuing the dependence of returns. We discuss and vatuienpact of different concordance measures in portfoliectain
problems. In particular, we propose new concordance mesgshat capture the tail dependency and asymmetry of resermns
ries. Moreover we compare the ex-post sample paths of webttined adopting portfolio selection strategies thatdifferent
concordance measures.

E184: Exact and heuristic approaches to the index tracking problen with hard real-world constraints
Presenter: Andrea Scozzari University of Rome "La Sapienza”, Italy
Co-authors: Fabio Tardella, Thiemo Krink, Sandra Paterlini

One of the most common problems in asset management is aled-index tracking problem. The aim is to select a padfol
which replicates an index with a small number of assets vgiifelltaneously has certain attractive characteristasinstance:
low turnover, low transaction and rebalancing costs andosih.f Index tracking can be formulated as a mixed integexalin
programming problem. Furthermore, it often happens thexetlare non-linear constraints that need to be satisfiedaittipe
such as the concentration limits of the UCITS (UndertakimgGollective Investments in Transferable Securities@suivhich
are binding for most portfolios in the EU. However, no linéamulation of the UCITS rule compliance seems to have been
proposed until now. We propose a mixed integer quadratigraroming formulation for the index tracking problem witleth
UCITS rule compliance and use such formulation to obtaircegalutions for this problem up to a certain size based oh rea
world datasets. We then compare the results of the exactoshéththose obtained with a stochastic search heuristicderor
to assess its quality, and then present the results of thiéstiewn problems based on larger datasets that cannothbedsim
optimality with current state-of-the-art mixed integeogramming software. The analysis on real-world datasetssmall and
large number of assets shows the effectiveness and theréjcof the proposed methods, providing best practice {netefor
asset managers.

E191: Multimodal optimization for financial portfolio selection w ith evolutionary algorithms
Presenter: Sandra Paterlini, University of Modena and Reggio E., Italy
Co-authors: Thiemo Krink, Tommaso Minerva, Massimo di Tria

Multiobjective Portfolio Optimization aims at determigiithe Pareto front of optimal asset allocations with respedifferent
objective functions, which usually quantify the risk ane tfeturn of the desired portfolios. The Markowitz's meanasce
approach is probably the most well-known and widely usedrattice. However, the standard Markowitz model cannot han-
dle realistic risk measures and typical real world constsai\We propose a method, based on evolutionary algorithaiscan
deal with a whole range of optimization problems, withoufuieing any mathematical properties of the objective fions (i.e.
return/risk measures) and/or of the constraints (e.g. e@atw monotonicity). The population of candidate soluscsearches
simultaneously for a set of solutions that represents thieeeRareto front. We then use multimodal optimization idasrto
identify more than one optimal portfolio for each risk/metyrofile. Hence, the new tool does not propose one arbitissgt
allocation for each front point among (possibly) many buthele variety of alternative optimal investment opportigsit Our
analysis with real-world data shows that the proposed aaprcs not only valuable as a decision support tool in stiai@gset
allocation but also in tactical asset allocation.

ES30 Room 3 FuUzzY STATISTICAL ANALYSIS 3 Chair: Renato Coppi

E048: Multi-label learning using Dempster-Shafer theory
Presenter:  Zoulficar Younes, Universite de Technologie de Compiegne, France
Co-authors: Fahed Abdallah, Thierry Denoeux

Multi-label learning has been increasingly required by erodapplications where it is quite natural that some ingarelong

to several classes at the same time. A first approach, rdfeoras the indirect multi-label approach, consists in fi@mnsing a
multi-label problem into a traditional classification tadker converting the multi-label datasets in single-lbdgzkbnes. A second
approach referred to as direct multi-label approach, stm&i extending common single-label learning algorithmd making
them able to manipulate multi-label data directly. In théger, we present a comparative study between the two ap@®ac
using thek nearest neighbor rule. In addition, in order to handle wad®y for decision making, the Dempster-Shafer theory of
belief functions is used. For the first approach where tha deg single-labelled, the uncertainty is represented lesee on
multiple hypotheses where each hypothesis is a class frahd disjoint classe® to be assigned or not to an unseen instance.
In contrast, when handling multi-labelled data directlgcle hypothesis represents a set of labels and the uncgrisiititen
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expressed by evidence on sets of label sets. In the direti-ledogl approach, instead of defining mass functions orfrdmae
220, we restrict the definition on a subset dt fhat is closed under intersection and having much smatter thian 2% while
being rich enough to express evidence in many realistiatitns. The performances of different approaches are detnaded
by experiments using several benchmark datasets.

E102: A linear regression model with LR fuzzy random variables
Presenter: Maria Brigida Ferraro , Sapienza University of Rome, Italy
Co-authors: Paolo Giordani

In standard regression analysis the relationship betwaer(response) variable and a set of (explanatory) variabliesesti-
gated. In a classical framework the response is affecteddiyapilistic uncertainty (randomness) and, thus, treatea random
variable. However, the data can be also subjected to othdslaf uncertainty, such as imprecision, vagueness, et@sailple
way to manage all of these uncertainties is representedebgathcept of fuzzy random variable (FRV). The most commosscla
of FRVs is the LR family, which allows us to express every FR\darms of three random variables, namely, the center, the le
and the right spread. In this work, limiting our attentiortte LR FRVS, we address the linear regression problem irepoes
of one or more imprecise random elements. The proceduresfionaing the model parameters is discussed, and thetistatis
properties of the estimates are analyzed. Furthermoredar ¢o illustrate how the proposed model works in practice results

of some case-studies are given.

E111: Possibilistic clustering for fuzzy data
Presenter: Paolo Giordani, Sapienza University of Rome, Italy
Co-authors: Renato Coppi, Pierpaolo D'Urso

Given a set of objects on which some quantitative featuresbserved, the fuzzy k-means clustering model (fkm) is agpfalv
tool for classifying the objects into a set of k homogenedusters. This is done by means of the membership degreeshjpéet o
in a cluster, which expresses the extent to which an objdohbe to each and every cluster. In fkm, for each object, time sf
the membership degrees in the clusters must be equal to brtunétely, such a constraint may cause meaninglessseJuolt
avoid this drawback, it is possible to relax the constraatling to the so-called possibilistic k-means clusterimgleh (pkm).

In the present work we consider the case in which the infaomadt hand is affected by imprecision. Namely, the objeztset
clustered are characterized by some imprecise featuregbbumanaged in terms of fuzzy sets. The fkm and pkm proesdur
are then adapted for coping with such imprecise data.

E167: A dependent multi-sample test for fuzzy means
Presenter: Manuel F. Montenegro, University of Oviedo, Spain
Co-authors: Teresa Lopez-Garcia, Asuncion Lubiano, Gil Gonzalez- Rz

An asymptotic procedure to test equality of means of k fuzzydom variables (FRVs) measured on the same population (k-
dependent sample test) is presented. In previous work&diependent multi-sample test and the paired two-samglddethe
fuzzy mean have been developed by taking advantage of wellsk results in Hilbert spaces. On the basis of such resuds,
find the null distribution of the natural statistics basedtwmsum of the distances of the sample mean of each poputatibe
overall average. As expected, the limit distribution of shitably normalized statistic under the null hypothesia fsinction

of a Gaussian process, and can be used to develop a testoegpre for large samples. For illustrative purposes we eoenp
the approach with the analogous obtained for both pairedstople and independent multi-sample test. Since theraare
realistic parametric models for multi-dimensional FRU& tlependence between the different FRVs in the simulaisofineed

by copulas. Empirical results for different degrees of dejemce are shown. Finally, we apply the approach to evaititite
expected value of different fuzzy random variables empldgemodel the answers in a survey is the same on a given papulat

E024: Learning fuzzy rules with arbitrary reference functions using GSVM
Presenter:  Christian Moewes, University of Magdeburg, Germany
Co-authors: Rudolf Kruse

How to learn fuzzy rules from observations is still an opeegiion in machine learning. In the last years, some reseggch
tried to generate them from Support Vector Machines (SVMsjng the SVM formulation, however, only a certain subclaiss
reference functions is theoretically suitable to obtarfurules. We suggest to use the Generalized SVM since ilen&buse
arbitrary reference functions. Experiments on benchmatésits show the manifoldness of the proposed method.
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CS03 Room4 MULTIFRACTAL VOLATILITY Chair: Laurent E. Calvet

C174: Multifractal scaling in the interest rate term structure
Presenter:  Adlai Fisher, University of British Columbia, Canada
Co-authors: Laurent Calvet, Liuren Wu

We develop a flexible yet parsimonious no-arbitrage modehefinterest rate term structure using restrictions ddrivem
multifractal scaling laws. Using as few as five parametersahigh-dimensional state space, we represent the tergtigieu
of interest rates at any point in time to near perfection. paeameters of the model are precisely estimated, and esdraple
forecasts show substantial improvement over prior spetifios.

C194: Relative forecasting performance of volatility models: Morte Carlo evidence
Presenter: Leonardo Morales-Arias, University of Kiel / Kiel Institute for the World Economy, @many
Co-authors: Helmut Herwartz, Thomas Lux

We conduct a Monte Carlo (MC) experiment to study the redaperformance of the Markov-Switching Multifractal Model
(MSM), the (Fractionally Integrated) Generalized Autaessive Conditional Heteroskedasticity models ((FI)GARGand the
Stochastic Volatility model (SV) for in-sample fitting andteof-sample forecasting. The MC experiment consists mukiting
data from the various models at hand (MSM, GARCH, FIGARCH) &W then estimating the models’ parameters and forecast-
ing volatility based on the estimated parameters undertbmative data generating processes (DGPs). The MC shahyles to
compare the relative forecasting performance of variousatsp which account for different characterizations ofittent volatil-
ity: specifications which incorporate short/long memoutoaegressive components and stochastic shocks (GARGARCH,
SVOL) against specifications which incorporate Markovishing, multifractality and (apparent) long memory (MSNfore-
over, we may compare three popular volatility models (GAREKSARCH, SVOL) vis-a-vis. MC complementarities between
models are explored via forecast combinations. Forecestaluated by means of Mean Squared Errors (MSE), Meanldteso
Errors (MAE) and Value-at-Risk (VaR) diagnostics. We findtth(i) the MSM model best forecasts volatility under anyesth
alternative characterization of the latent volatility i) forecast combinations provide an improvement uporglginmodels’
forecasts.

C203: Equity skew and the Markov switching multifractal
Presenter: Marcus Fearnley, HEC Paris, France
Co-authors: Laurent Calvet, Adlai Fisher, Markus Leippold

The MSM model parsimoniously captures the persistencesgtasturn volatility over multiple frequencies. It has beafiown

to out-perform alternative long-memory models includingFARCH and MS-GARCH, both in— and out—of-sample. We build
upon the econometric performance of the MSM model by spiegjfgeveral extensions that are able to capture the skewness
of equity returns and the ’leverage effect’. The new spediifims are tightly parameterized and the likelihood fuotdi are
available in closed form. Likelihood-based comparisond ®aR forecasts indicate that the new specifications sigmiflyg
outperform other leading models, including affine and nffimastochastic volatility and GARCH type models.

C136: (Re)correlation: a Markov switching multifractal model wit h time varying correlations
Presenter:  Julien Idier, Banque de France, France

The paper develops a Markov switching multifractal modethvdynamic conditional correlations. The aim is to give more
flexibility to the initial bivariate Markov switching mufiiactal [MSM] model by introducing some time dependencylhie t
comovement structure. The new defined model is applied tkStalex data (CAC, DAX, FTSE, NYSE) between 1996 and
2008 and compared to both the standard MSM and the DCC molelMEMDCC models present better fit than the MSM and
DCC models, and the formulation of the correlations givesdgiasight in its economic interpretation.

C171: Multifractal volatility: theory, forecasting and pricing
Presenter: Laurent Calvet, HEC Paris, France
Co-authors: Adlai Fisher

Multifractal volatility models efficiently capture seengiy disparate aspect of asset returns and strongly outpertioe fore-
casting accuracy of traditional approaches. The Markoietimg multifractal (MSM) is based on the observation thancial
markets are affected by shocks with highly heterogeneogeeds of persistence, ranging from intraday intervals tades.
While traditional approaches such as GARCH consider oneraemes two persistence levels, MSM proposes a pure regime-
switching approach that incorporates volatility fluctoas on an arbitrarily large range of frequencies. The modegldmly four
parameters even if it has many volatility components andyalaege number of states. The parsimony makes MSM a strong pe
former in forecasting return volatility out of sample. Thexhstep is to consider the equilibrium implications of nftdguency

risk in fundamentals, a highly pervasive but hithertodigtudied feature of market economies. Multifrequencymegswitching
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is conveniently embedded into a Lucas tree economy. The M@Milerium model captures the extreme realizations of alctu
equity returns, as well as the excess volatility of returosypared with the volatility fundamentals. In continuoundi we
find that exogenous jumps in fundamental volatility causetgenous jumps in asset prices, providing an attractivaaic
explanation of the jump correlations.

CS26 Room1 BAYESIAN ECONOMETRICS 2 Chair: Yasuhiro Omori

CO051: Bayesian estimation of the cost of equity with a hierarchicbprior
Presenter: Teruo Nakatsuma, Keio University, Japan

We propose a new hierarchical Bayes approach for estim#tengost of equity in a specific industry. Our approach w@githe
well known relationship among firm-specific levered betad #e industry-specific unlevered beta to construct a hiareal
prior of parameters in a multi-factor model of stock returff$ie Bayesian estimation procedure is conducted with e st
dard Gibbs sampling. We apply the new approach to the Japangsmobile industry and perform sensitivity analysis los t
subjective belief about the future market performance ahdrgrior information.

C144: Uncertainty in asset correlation for portfolio credit risk : the shortcomings of the Basel Il framework
Presenter: Carlos Castro, Universite Libre de Bruxelles, Belgium

Moody’s databases of corporate issuers of long term bondistanctured products are used to estimate asset correa@oss

a group of sectors, world regions and products. The estimatfi a dynamic factor model for default risk is performedngsi
Bayesian methods. Results indicate that a two factor matber than the one factor model, as proposed by the Basel Il
framework, better represents the historical default datmthermore, the results reinforce the importance of ueclesl factors

in this type of models and point out that the levels of the iegbhsset correlations critically depend on the latenestatiable
used to capture the dynamics of default, as well as othengssans on the statistical model. Finally, the posterigtrtutions

of the asset correlations show that the Basel recommendetibpfor this parameter, undermine the level of systersic ri

C307: The effects of parameter uncertainty and model risk in intelest rate models
Presenter: Paul Koerbitz, Ulm University, Germany

Model risk arising from uncertainty in model and parametesice is an important risk faced by financial institutiongwéver,
in historically estimated short-rate models, the amoumhoéiel and parameter uncertainty and the risks implicateitdrg not
well understood. A Bayesian methodology is applied in otdaterive a framework in which the risks arising from paragnet
and model uncertainty can be assessed. Specifically, jostegor distributions of the model parameters for the &&lsiand
Chan-Karolyi-Longstaff-Sanders model are derived viabSisampling. The extent of parameter and model uncertdtsty
implications for model results, and the validity of the nethare demonstrated in a large simulation study. Furthezmtbe
method is applied to the forecasting of price distributiohgiterest rate derivatives and to fixed-income portfolptimization.
In both cases the impact of parameter and model uncertaidigmonstrated and measures to counter these effects arssiid.
The results suggest that parameter and model uncertaiaty ilmportant source of risk and that our method provides ways
remedy the effects of such uncertainty.

CO050: Spatio-temporal dynamics in economic growth
Presenter: Kazuhiko Kakamu, Chiba University, Japan
Co-authors: Hideo Kozumi

This paper considers the convergence hypothesis in ecangmoivth by Markov transition approach. We propose a spatio-
temporal varying transition probability model and conetra Markov chain Monte Carlo method to estimate the paraimete
the model. Finally, using the Penn World Tables data, we éx@the dynamics of per capita income in the world.

C324: Assessing the efficiency of local government in Italy: a spatl productivity analysis
Presenter: Gianfranco Di Vaio, University of Perugia and LUISS, Italy
Co-authors: Carlo Andrea Bollino, Paolo Polinori

We make a first attempt to analyze the spatial dynamics of poaernment efficiency in Italy. In doing this, we propose a
two—step methodology. In the first step, we estimate thes{ioiarrected) efficiency scores by means of a non-paranizdtia
Envelopment Analysis (DEA). In the second step, the effinjestores are inserted in a Bayesian spatial tobit modegwailow

us to identify the existence of spatial externalities. Resshow that the efficiency performance is heterogeneodpasitively
correlated across space. In particular, efficient muniitips tend to be surrounded by efficient ones, and vice ygnsdably
due to knowledge diffusion across space. The paper is orfeedirst attempt to deal jointly with productivity and spataaal-
ysis. Notably, the data employed in the empirical exercisg@ken from a unique database which includes 341 munitgsal
from Emilia-Romagna.
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CS27 Room2 FINANCIAL MARKETS 3 Chair: Elena Kalotychou

C311: Intraday price and volume information for volatility-base d trading
Presenter: Natasa Todorovig Cass Business School, UK
Co-authors: Ana-Maria Fuertes, Elena Kalotychou

The role of intraday prices and daily volume in providinglgaionditional volatility forecasts that are effective fiodividual
equity trading is investigated. The analysis is applied4&P500 stocks over 7 years. The benchmark is a GARCH equation
fitted to daily returns which is augmented with several sslivolatility measures or volume. Our findings documeny \@x
correlation between statistical accuracy and profitabdit volatility forecasts. Profitability-type loss functie indicate that
intraday prices do not add any valuable information thabisafready incorporated in the baseline GARCH forecasts trase
augmented with volume, whereas statistical loss functiuggyest the opposite. The best performing strategy insdiuging

the stock when its forecasted volatility is extremely higiiggesting a stronger volatility-return relationshipurbulent periods.

C065: The impact of manager changes on UK fund performance and flows
Presenter: Svetlana Sapuri¢ Cass Business School City University London, UK
Co-authors: Andrew Clare, Natasa Todorovic

Using our unique database of UK fund manager changes and gtuely methodology, we examine the impact of such changes
on fund performance and fund flows. This allows us to estahblisether this impact varies depending upon whether the fund
manager is male or female; whether the fund is a developectherging market; and depending upon the fund’s style, that is
growth, value or small capitalisation. Our results shovadieacross different categories of funds that a changerid fnanager
can have a significant impact on fund performance, at leaterfirst year following the event. Additionally, we find gtea
persistence in performance of the bottom performing fuadspared with the top performing funds. Finally, our evidepooves

that managers’ gender, the market or the type of asset thiegtim do not influence the level of fund flows, however thengjea

of the fund manager and the past performance do.

C318: Modeling volatility and conditional correlations
Presenter: Malgorzata Doman, Poznan University of Economics, Poland

Multivariate volatility models are usually based on theumsption that the observations are equally spaced. Howieveractice

of modeling the daily returns, we deal with unequally spadai due to weekends and holidays. Moreover, the irregielsirn

the observations from different markets are often incoibfgat This is because of differences in the placing of naudrdays
during a year in different countries. Here the aim is to eatdthow these discrepancies affect the outcome of the depeied
analysis. The results are based on an extensive simulatialysss. Assuming that the data generating process is d-mult
GARCH or multivariate SV process, we try to examine to whaeekthe irregular gaps caused by holidays influence thédtsesu
of modeling, and distort the structure of dependencies.eldaer, we investigate different data pre-treatments. g kgist two
main possibilities. The first is to remove all the incomplatibbservations. The second is to fill the existing gaps usorge
function of observed returns. We compare the modeling aret&sting results for a few of the possible approaches. TdaeM
Confidence Set methodology is applied to comparing the &stscand the sensitivity analysis is provided.

C148: On the estimation of dynamic conditional correlation mode$
Presenter:  Olga Reznikova Universite Catholique de Louvain, Belgium
Co-authors: Christian Hafner

Financial time series models usually deal with high dimemai data. The time varying correlation model for vast disiens
estimates the parameters with a bias which increases avabigl with the number of dimensions. A covariance matriestor,
which is essential for the DCC model, is not well-conditidrier high dimensions. In this paper we propose to reduceiteeds
parameters of the DCC model by using shrinkage to targetaddtr the sample covariance matrix. As targets we use igenti
matrix, factor model matrix, equicorrelation matrix. Suar estimator of the covariance matrix is asymptoticallyiropt and
has a simple interpretation. The superiority of this appihoia demonstrated through a Monte Carlo study. Finally, vesige
an illustrating example by applying the method on a finardtdgia series.

C293: Structured financial products and investor decision making
Presenter: Rosella Castellang University of Macerata, Italy
Co-authors: Roy Cerqueti

The recent financial crisis, among other things, emphagdizedole of retail structured products since many buyerg leayperi-
enced huge losses and, in some cases, have seen the intsstorapletely wiped out. In both theory and practice themois
unique definition of the term structured product but someatdtarizing elements can be identified: they are issued by dial
institutions and combine at least two different financiaets of which at least one is a derivative written on stockskeét of
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stocks, indices, multiple indices or other investment apputies (some of which have been blamed for the currentiiiz
crisis). Structured equity products represent liabgitgf the issuing institutions that select pay-off patterppealing for the
retail investors. As a consequence, the pay-off functiothefstructured products reveals information about thegiagattern
demanded by investors. Evidences suggest that structtoddgis tend to be overpriced and this is consistent withetsodhere
producers of financial products take advantage of uniforimegstors by making these product complicated and overhieig
the probabilities of attaining the maximum possible retiie show that simpler products should be preferred by iovestnd
the decision to invest in structured products is puzzlingifithe stand point of decision theory.

CS43 Room9 COMPUTATIONAL ECONOMETRICS : SIMULATION AND DYNAMICS Chair: Cathy Chen

C268: The Yuima Project: a computational framework for simulatio n and inference of SDEs with jumps
Presenter:  Stefano lacus University of Milan, Italy

We will introduce a new object oriented framework, the YuiRraject, for simulation and inference of general stochatiffer-
ential equations. Most of the theoretical results in finamedg on the assumption that the underlying dynamics of gasess,
exchange or interest rates, etc are continuous time sticpascesses. These models are also at the basis of optédmgoand
option pricing often requires Monte Carlo methods. In tiviente Carlo requires a preliminary estimation of the modeditn-
ulate. The yuima package is an S4 framework for simulatiahiaference for multidimensional SDEs driven by either Vign
Levy, etc. noise. The building blocks are the definition @& 8¢ class which describes the model in an abstract way anéa se
of S4 methods for simulation and inference. The definitiothefmodel does not include the description of the data whiaj m
come in many forms (tseries, zoo, xts). The combination eModel (jump diffusion, stochastic volatility, fractioraM), the
Data and the sampling scheme (high frequency, non smakh ek data) and the inference problem (parametric/napatric
estimation; change point analysis; covariance estimaggmptotic expansion; estimation of functionals; et@durces the
optimal solution.

C153: Explaining macroeconomic and term structure dynamics joirily in a non-linear DSGE Model
Presenter: Martin M. Andreasen, Bank of England, UK

This paper estimates a fairly standard DSGE model extendtad®cursive preferences and long-run risk on post-war &ta.d

We show that this model can reproduce the dynamics in the a0weld curve with almost the same degree of precision as
reduced form term structure models. The model also gerseaal® year term premium with a mean value of 69 basis points and
reproduces the dynamics of four key macro variables. A deosition of the variation in the yield curve shows that theele
factor is explained by a combination of stationary labowduoictivity shocks and shocks to firms’ fixed costs. The sl@mtof

and the curvature factor are explained by a combination aflshto the inflation rate target and firms’ fixed costs.

C337: Cartesian genetic programming approach to find a best regreson model between credit default swap spreads and
bond yields

Presenter: Laleh Zangeneh University College London, UK

Co-authors: Peter Bentley

Credit default swap (CDS) has been blamed globally for tlkermecredit crisis but more research is vitally needed tdyapa
and define its impact more precisely in financial market. C®& $wap contract in which the buyer of the CDS makes a series
of payments to the seller and, in return, receives a payaffifedit instrument goes into default (fails to pay). Thatiehship
between CDS spreads and bond yields is examined. The CDS&dspamd related company bond prices are collected from
financial market data provider (Reuters). We propose a Slartgenetic programming (CGP) approach to find a best rgigres
model among all candidates in order to model the relatignbletween credit default swap spreads and bond yields. CGP
represents a program as a directed graph. The advantages ¢fbk of representation over tree-based genetic progmgim
representations is that it allows the implicit re-use of @mdas a node can be connected to the output of any previoesimod
the graph. Thereby allowing the repeated re-use of subhgraphis paper compares the new proposed model resultsiveith t
current statistical approaches and evaluates its perfurena

C176: Stochastic relaxation algorithms for the analysis of reginal economic growth
Presenter: Paolo Postigliong Chieti-Pescara, Italy
Co-authors: M. Simona Andreano, Roberto Benedetti

The methods for spatial data analysis are often based osshegtion of stationarity of the estimated parameterss fiygpoth-
esis is patently violated when the data are characterizadfoymation relative to predefined but unknown sub-groupthe
reference population. It is clear that for spatial data WHalow this hypothesis, the main analytic issue is not tineste the
model parameters or to introduce a structural dependenoaguobservations, but to identify the geographical unitergtthe
parameters model are homogeneous. In this paper, the ama &alysis of the concept of convergence clubs. Differeates
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gies are adopted in the definition of the model used in thectibbgefunction of the algorithm. The first is the classicahrgpatial
conditional beta-convergence model. The others are mddié¢a-convergence models which take into account the depen
showed by spatially distributed data. Three differentiséstic relaxation algorithms for the identification of ceryence clubs
are proposed and compared: Simulated Annealing, GenedaBmmulated Annealing and Iterated Conditional Model (ICM
The algorithm is then applied to 187 European regions foptréd 1981-2004. Given the adaptability of the algoriththey
can be applied to any regression model in the analysis ofduggeeous spatial data.

E228: Sequential parameter optimization applied to evolutionay strategies for portfolio optimization
Presenter:  Oliver Flasch, Cologne University of Applied Sciences, Germany
Co-authors: Thomas Bartz-Beielstein

Sequential parameter optimization (SPO) is a heuristicdbabines classical and modern statistical techniqueanpodve the
performance of search algorithms. Although sequentiaghpater optimization relies on enhanced statistical tepghes such

as design and analysis of computer experiments, it can ferpexd algorithmically and requires only the specificatidrihe
relevant algorithm’s parameters. We apply SPO to tune thenpeters of an evolutionary strategy (ES) used commeydiadl

the optimization of financial portfolios. This provides akevorld example on using SPO in a commercial setting, abagabn

the practical aspects of applying the SPO toolbox (SPOT)shdev that SPO can improve on the results of an hand-tuned ES on
this real-world problem.

CS53 Room 10 ECONOMIC AND FINANCIAL APPLICATIONS Chair: Alessandra Amendola

C331: Determinants of liquidity holdings of Turkish commercial banks
Presenter: Esma Gaygisiz Middle East Technical University, Turkey
Co-authors: Didem Pekkurnaz, Hande Ayaydin

The Turkish economy has experienced many financial ingiabiand crises arising from its banking structure sinedkroduc-
tion of the financial liberalization process in 1980s. Ratjnh and managing banks’ liquidity have become essemtialdrkey

as well as many other countries after experiencing severe failures. This study investigates the key determinahiigoidity
holdings of Turkish commercial banks during period 2003Q2007Q2. For this purpose panel data on quarterly uncatzaeti
balance sheets, income statements and independent sipeméports of private commercial banks are used. The reaoro
nomic and bank specific determinants of bank liquidity aralyed using dynamic panel data methods. The observatan th
profitable as well as large banks in Turkey hold less liqgugktsover both total deposits and total assets is integesiiiso, in
cases of the loan growth and GDP growth, banks tend to holdlemtiguid assets over total deposits. Interest rate negjst
affects the liquidity holdings of banks while for foreign ned banks its effect is positive.

C332: Performance and cost efficiency of Russian small-sized bask
Presenter: Veronika Belousova University - Higher School of Economics, Russia

The aim of this study is two-fold. First, cost efficiency of$sian commercial banks is estimated for the period fromQf2o
19/2009. Stochastic frontier analysis with output quadityd risk factors is applied to the data of Russian banks. drcéise of
single frontier usage it is necessary to assume that alldoasécthe same production technology, and so provide baskinges
under the same frontier. In practice not all banks may us#éasitransformation functions and so do not have equal acitethe
single cost frontier. To divide the Russian commercial Isainko homogeneous groups, the Zipf-Pareto distributiobasfks’
total assets value is used. Second, determinants of cagertly variations among homogeneous group of banks argzzmal
We found that Russian small-sized banks were quite smalliakg;, however, they acted as a financial intermediary. bfeor
to raise the minimum level of capital for this category of karthe supervisor should pursue M&A of small-sized bankstiyio
on the base of medium-sized banks due to existing room far éfffeciency improvement by means of exploiting economy of
scales.

C052: On stationary distribution of heteroskedastic conditiond variance
Presenter:  Jevgenijs Carkovs Riga Technical University, Latvia
Co-authors: Viktorija Carkova

This paper proposes an algorithm for diffusion approxioratf a discrete ARCH process. In contrast to classical agtessive
models with independent random perturbations, this papalsdvith uncertainty given as a stationary ergodic Markosire.
The method is based on a stochastic analysis approach ® dinitensional difference equations. By deriving a poimtrfo
solution of this difference equation, probabilistic lintiteorems for dynamical systems with rapid Markov switchiag be
applied. The distribution of the stationary solution of tesulting stochastic equation may be successfully usedrfalysis of
the initial discrete model. This method permits the analpdia correlation effect on the log of cumulative excessrretuvith
stochastic volatility. A model-based analysis shows thiat important to take into account possible serial residwatelation

ERCIM WG on Computing & Statistic® 107



Saturday 31.10.2009 14:30-16:30 CFEO09 & ERCIMO09 Parabss®n L

in the conditional variance process. The proposed methagptied to GARCH(1,1) processes and to stocks with stoichast
volatility.

C117: Progressive stress accelerated life tests under progresgsitype-1l censoring
Presenter: Alaa Abdel-Hamid, Beni-Suef, Egypt
Co-authors: Essam AL-Hussaini

Progressive stress accelerated life tests based on psaglggype-1l censored samples is considered. The lifetohan item
under use condition follows the Weibull distribution. Tiweérse power law holds between the Weibull scale parametethee
constant stress. Itis assumed that the progressive stréisedtly proportional to time and the cumulative exposuoslel for the
effect of changing stress holds. The model parameters tineadsd graphically using a Weibull probability paper glwt serves

as atool for model identification. The likelihood equatiane derived and solved numerically to obtain the maximuseditiood
estimates (MLES) of the parameters involved. The obserigtkFinformation matrix and the asymptotic variance-ciawraece
matrix of the MLEs are derived. Approximate confidence s (Cls) for the parameters as well as the studentizedtt an
percentile bootstrap Cls are constructed. Monte Carlo Isitiom study is carried out to investigate the precisionhaf MLES
and to compare the performance of the Cls considered. Fiisaline examples are presented to illustrate our results.

C223: Decision support system for a project management applicabin
Presenter: Natasa Glisovig Mathematical Faculty, Serbia/Montenegro
Co-authors: Nebojsa Bojovic, Milos Milenkovic, Nikola Knezevic

Modern organizations and companies exist in time of pragveaess in almost all segments of life and work influenceldige,
rapid and dynamic changes. In such conditions, businesksl wgenforced to adapt to these changes. Character of iregult
changes is such that leads to question the existing so@ati#s, especially in the macroeconomic field. Project rpament
is a new and specialized management discipline. The mainofipaoject management is an efficient project realizatiotinin
the planned time and planned costs in the conditions offiignit external and internal changes. In this paper we dpedla
decision support system based on fuzzy Delphi method féstagg during the project activity time forecasting. We heg this
software tool on a project of Serbian postal company restring and obtained results appeared as very consistent.

C181: The game playing in knock-out discount accumulator
Presenter: Tian Wang, University of Shanghai for Science and Technology, China
Co-authors: Yi Zhang, Jihuai Wang

In the past economic crisis in 2008, derivatives, such agraatator, have caused great loss to many investors due fiuhge

in all kinds of market. Therefore many economists claim #@umulator is unfair and cannot be hedged. The contentien h
been approached by modeling and other interpretation hasdieen, i.e. Knock-out Discount Accumulator (KODA) hagbe
proposed fairly. It is regarded as impartial because ohitsd characteristics: 1) to make profits in accumulator ssitde; 2)

the profit is proportional to the risk that investors undegtal) the hedge is theoretically possible. In the simulapoocess,

the Black-Scholes Model has been applied to calculate homyrdays of the bull market at least an investor may need and to
prove KODA is fair enough to make the reasonable breakevart prist. The results show that 1) the longer the bull rutslas
the higher probability that KODA makes profit; 2) the breake\point is where the bull run and bear run divide each other,
and the average breakeven point stays at the around 30 daigh, iw comparatively easy to realize in the real market. 58 2
trading-days’ price by simulation follows a Beta distriiout.

CS62 Room 8 FINANCIAL ECONOMETRICS : PORTFOLIO, RISK, AND GARCH MODELS Chair: Arco van Oord

C069: Dominance results of shrinkage estimators for the mean-vaance optimal portfolio weights and their applications
Presenter: Takuya Kinkawa, Keio University, Japan
Co-authors: Nobuo Shinozaki

In the estimation problem of the mean-variance optimalfpotweights, some previous studies have proposed apphfinink-
age estimators. However, only a few studies have addreBgedroblem analytically. Since the form of the loss funetised

in this problem is not the quadratic one used in statistitaddture, there have been some difficulties in showingyaically the
general dominance results. In this study, the dominancebobader class of Stein type estimators is shown analyyieahen
the covariance matrix is unknown and is estimated. The obthiesults enable us to clarify the conditions for someiptesly
proposed estimators in finance to have smaller risks thacléssical estimator which we obtain by plugging in the sampl
estimates. We also show the dominance when there are lioesatraints on portfolio weights.
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C079: A hierarchical Bayesian dynamic latent variable model for gedit rating
Presenter: Saebom JeonKorea University, Korea (ROK)
Co-authors: Yousung Park

The New Basel Capital Accord (Basel Il) allows financial ingions to establish internal ratings based (IRB) appinotx
measure their capital requirement for credit risk, or thabpbility of default. We propose a hierarchical Bayesiaerivariable
model that enables us to calculate the default probabitithteansition matrix for individual obligors. First, usitige multivariate
latent variables for credit rating, we can evaluate theitsgdrthiness of an obligor. This model reflects not only tlatern
of cross-sectional default correlation among obligorg,diso serial correlation over time for each obligor. By @atucing the
dynamic structure with unit root to the latent variable mpee can test if the probability of default would promptlyasige
or would last some while in any unexpected circumstanceslldivs us to more precisely predict the default probabitity
obligor under unusual mechanism such as stress situatioen, Tve estimate the transition probability between ratiimgugh

the evolving dependences of latent variable over time. Walleamissing values in covariates by multiple imputatiokige

illustrate findings of the external audit data from the Kerdamestic corporations during 2000-2006 with above model.

C116: A particle filter approach for money market yield curve estimation
Presenter:  Josef Hayden University of Regensburg, Germany
Co-authors: Robert Ferstl

Non-linear filtering techniques like the unscented Kalmberfivere recently successfully applied in estimating grentstructure

of interest rates where the underlying instruments typidadve non-linear pricing equations. It is well known frohetfinance
literature, that — in addition to the non-linearities — M@aussian effects should also be considered when modehiog-sate
processes. Therefore, we first compare the term structtineagimn performance of several non-linear non-Gaussize-space
models with various non-linear filtering approaches. Beeaf the ability to produce more accurate forecasts, weidenthe
common class of multivariate essentially affine term stretmodels. Second, we estimate and forecast the money tnaaudke
swap yield curve on a weekly basis for a cross-section of figan and US money market and swap yields. We evaluate the out-
of-sample forecasts based on the pricing performance airiderlying fixed income securities and test for superiodiote/e
ability over naive forecast strategies.

C214: Bootstrap prediction intervals for risk measures in the coniext of GARCH models
Presenter: Maria Rosa Nieto Delfin, Universidad Carlos Il de Madrid, Spain
Co-authors: Esther Ruiz Ortega

A new bootstrap procedure to obtain prediction intervalfsiifre Value at Risk (VaR) and Expected Shortfall (ES) in¢batext

of univariate GARCH models is proposed. Alternative boagstintervals previously proposed in the literature incogbe

the parameter uncertainty in the computation of the coofti standard deviation. We propose to use a second bgotstra
step to incorporate the uncertainty attributable to dewist from the assumed error distribution into the compoiatf the
corresponding quantile. Furthermore, in this second austep, we propose using an iterated smoothed bootsitiapetter
properties than the traditional one when computing premicintervals for quantiles. We show with simulated data tha
coverage of our proposed procedure are closer to the nothiaalthose of the alternatives. All the results are illustteby
obtaining one-step-ahead prediction intervals of the MadREES of several real time series of financial returns.

C237: A comprehensive comparison of alternative tests for jumpsn asset prices
Presenter: Marina Theodosiou, Imperial College London, UK
Co-authors: Filip Zikes

A comprehensive comparison of the various existing jumtstis disentangling the continuous and jump componentssin d
cretely observed prices of financial assets is presenteé. rdlative performance of the tests is examined in a MontéoCar
simulation, covering scenarios of both finite and infinitéaty jumps and stochastic volatility models with contous and dis-
continuous volatility sample paths. The impact of micrasture noise and infrequent trading (zero intraday re)usnghe size
and power properties of these tests is also investigatecerdirical application to high-frequency data from the xdflgures,
equity and foreign exchange markets complements the asallise simulation results reveal important differenceteims of
size and power across the different data generating presessisidered. The conclusions from the empirical apdicaton-
form to those of the Monte Carlo simulation showing that & statistics are very sensitive to the presence of zarmeand
microstructure frictions in the data. The aim is to providaqgtical guidance to empirical researchers studying treediructure
of asset returns, which has so far not been considered.
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